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Preface

iii

The recent, pervasive use of liquid chromatography/mass spectrometry
(LC/MS) is providing sensitive, selective, rapid, and information-rich analyti-
cal methodology to drug discovery research. With the possible exception of
combinatorial chemistry, no single technology has revolutionized and stream-
lined the drug discovery process to such a great extent. In the hopes of expe-
diting the drag discovery process, major pharmaceutical companies have
invested considerable financial and human resources in mass spectrometers.

Current pharmaceutical development has become more demanding,
especially with the advent of high-throughput discovery programs across the
industry in the areas of chemistry, pharmacology, and pharmacokinetics. In
this regard, interdisciplinary rapid-screening protocols that allow for the
examination of an increased number of new chemical entities (NCEs) have
arisen. Many of these new screening protocols have been successful due in
large part to the ability of the mass spectrometer to function as a sensitive and
selective detector with minimal method development effort. Drug discovery
has been the subject of many articles in peer-reviewed journals, but until now
no concise treatise had been written to bring together the numerous applica-
tions of mass spectrometry and drug discovery.

Mass Spectrometry in Drug Discovery is intended to bring the knowledge
gap that the widespread use of LC/MS has created. From a practical and applied
point of view, the text will introduce readers to the basic concepts of mass spec-
trometry and atmospheric pressure ionization LC/MS. Although many aspects
of mass spectrometry are encompassed, the book focuses more on applications
associated with pharmaceutics, pharmacokinetics, and combinatorial chemistry;
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iv Preface

it is not intended to incorporate the abundance of applications in the areas of
pharmacology and toxicology. Nor is this book intended just for those in drug
metabolism who have extensive experience in mass spectrometry. Rather, it is
hoped that any scientist interested in applying LC/MS to drug discovery will
benefit, including those who may not have received any prior training in the
area. Moreover, this book should serve as a background text for those who
will use the information that comes out of LC/MS experiments but may not
be using LC/MS directly, including toxicokineticists, pharmacologists, and
drug discovery scientists.

Parts I and II introduce the principles of mass spectrometry instru-
mentation and Part III illustrates some of the theoretical aspects of the
LC/MS experiment. Part IV discusses the various applications of mass spec-
trometry, such as concepts of combinatorial chemistry and chemical libraries.
Part IV also discusses pharmacokinetic drug discovery strategies and the
application of mass spectrometry to discover better pharmaceutical agents, as
well as give the novice some background in the disciplines of pharmacoki-
netics and drug metabolism. The last chapter is dedicated to future applica-
tions of mass spectrometry in both drug discovery and development that
could have interesting prospects in the near future.

Mass Spectrometry in Drug Discovery provides a solid background in this
realm of pharmaceutical science. The book is expected to be useful for the
industrial scientist as well as students and academicians working in this field.

David T. Rossi
Michael W. Sinz
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I.  INTRODUCTION

Drug discovery is the process of generating (compounds and data) and eval-
uating all of the necessary information to determine the feasibility of a new
chemical entity (NCE) to become a safe and efficacious drug. The challenge
of drug discovery is to determine the most efficient and accurate means of
synthesizing compounds; generating, processing, and evaluating data; and ulti-
mately combining this information into an assessment of drug safety and effi-
cacy in humans. The most successful drug companies of the future will be
those that develop and implement the most efficient and reliable methods to
screen and evaluate NCEs, either through high-throughput means or rational
drug design, to improve the quantity, quality, and performance of drug candi-
dates. The demand for improved drug discovery is greater today than ever
before due to the intense need for novel drugs to treat existing disease states
and for the multitude of new therapeutic targets being discovered each day
related to disease. By reducing the time to discover and develop new drugs,
the cost to the pharmaceutical industry will decrease and ultimately reduce the
cost of new medications to the consumer.

Major advances and improvements in genomics and proteomics have
greatly impacted a variety of industries; however, the most effected to date is

1
The Demand for Drug Discovery Today

Michael W. Sinz
Bristol-Myers Squibb, Pharmaceutical Research Institute,
Wallingford, Connecticut

I have not failed. I’ve just found 10,000 ways that won’t work.
—Thomas Edison
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the pharmaceutical industry. The number of disease targets uncovered by
genomics and proteomics has exploded, thereby increasing the number of
ways in which each disease can be treated [1,2]. Other advances in the areas
of combinatorial chemistry, molecular biology, automation, instrumentation,
and computing (data storage/retrieval and software) have enhanced the phar-
maceutical industry’s ability to perform drug discovery and development.
Who would have imagined that experiments performed years ago in individ-
ual test tubes could now be done in a single 1536-well plate?

An indication of the importance and fast pace of drug discovery is illus-
trated by the increased number of articles published dealing with discovery
and the number of new journals dedicated to the topic, such as Combinatorial
Chemistry and High Throughput Screening, Drug Discovery and Development, Drug
Discovery Today, Modern Drug Discovery, and Bioinformatics. New industries, many
of which did not exist 10 years ago, are growing and thriving due to the
demand for improved techniques and methodologies, hard-ware with greater
flexibility, and software for data analysis and prediction (Table 1). Many of
these hardware, software, and process advancements are briefly described in
this chapter and in much greater detail in subsequent chapters.

Table 1 Companies That Develop New Technologies in the Area of Drug Discovery
Company Area of development Web site
Trega Bioscience ADME prediction www.trega.com
Aurora Biosciences Discovery technologies www.aurorabio.com
Camitro Corp. ADME prediction www.camitro.com
Affymetrix Genetic information—gene chip www.affymetrix.com
Celera Genomics Genomics and proteomics www.celera.com
Cellomics Inc. Cellular screening systems www.cellomics.com
GeneLogic Inc. Genomic databases/software www.genelogic.com
Oxford Glycosystems Proteomics www.ogs.com
Large Scale Biology Proteomics and genomics www.lsbc.com
Tecan High-throughput instrumentation www.tecan.com
Xenometrix Toxicology screening www.xeno.com
Tripos Inc. Discovery software and www.tripos.com

compound libraries
MDL Information Discovery informatics and databases www.mdli.com

Systems
Pharsight Corp. Clinical trial simulations www.pharsight.com
Micromass Mass spectrometry instrumentation www.micromass.com
PE Sciex Mass spectrometry instrumentation www.pesciex.com
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II.  DISCIPLINES IN DRUG DISCOVERY

A.  Chemistry

The first step in any drug discovery process is the decision of which chemical
structures to synthesize [3]. There are various means by which compounds can
be proposed or actually synthesized for biological activity testing (Table 2).
Rational drug design (information-based synthesis) involves preparing com-
pounds based on a great deal of information known about the biological tar-
get, such as what structural conformation or functional groups are necessary
for an NCE to bind to a particular receptor. Sometimes the exact molecular
structure of the receptor is known from crystallography studies or by struc-
tural probes. On a much larger scale, compounds can be prepared by combi-
natorial methods with some knowledge about the biological target; however, in
this approach the number of compounds generated improves the odds of
finding an active compound with the appropriate physiochemical, toxicologi-
cal, or biopharmaceutical proper-ties [4]. An alternative approach to chemists
actually preparing compounds in the laboratory is to screen compounds in
chemical libraries (collections of synthesized compounds) or virtual libraries
(software generated compounds). Chemical libraries are composed of actual
compounds synthesized in the laboratory or found as natural products. These
libraries range from hundreds of thousands to millions of compounds. Virtual
libraries can contain trillions of compounds that could be potentially synthe-
sized based on sequences of known reactions and re-agents [5]. Whether the
screening takes place with actual or virtual compounds, the chemical libraries
can be searched for compounds matching particular aspects of the biological
target (receptor, protein, enzyme, or organism). The number of compounds
that can be screened generally depends on how much information is known
about the biological target. When a great deal of information is known about
a particular target or there are major constraints that limit the structural

Table 2 Different Method of Discovering New Chemical Entities (NCE)
Number of

Method potential compounds Comment
Rational design 10–1,000s Actual synthesis
Combinatorial synthesis 1,000–1,000,000s Actual synthesis
Chemical library

Natural products 1,000,000s Many compounds
still undiscovered

Proprietary 1,000,000s Owned by individual
companies

Virtual library 1,000,000,000,000s Software generated
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diversity of the NCEs, then the screening can be done on a smaller scale (less
than 2 million compounds). When very little is known about a biological target,
screening on a much larger scale would be appropriate (more than 2 million
compounds) [6]. By screening a larger database of structures, the chemist can
learn more about what defines the structure necessary for activity at a biologi-
cal target and also increases the odds of finding compounds that will elicit a
pharmacological response.

Once synthesized, multiple physical-chemical properties of the molecule
can be determined, some by experimental means and others through the use of
software. For example, physical-chemical properties, such as molecular weight,
solubility, pKa, LogP (LogD), chemical stability at various pH’s or in different
environments (light, humidity, or liquid), can be determined. Generally, these are
the first parameters entered into a large database of information that will even-
tually contain all that is known about the properties of an individual compound.

B.  Pharmacology

After synthesis, each NCE is tested against a single or multiple therapeutic tar-
get(s) to determine if the NCE has any potential to elicit a pharmacological
response. This pharmacological testing can be done in multiple different ways
depending on the number of compounds to be screened, the speed at which
you need to screen, the limitations of what is known about a biological target,
or the reagents available to the researcher. If there are a large number of com-
pounds that need to be screened rapidly, a method and process must be pro-
posed that will achieve the necessary turnaround time. Generally this can be
done when the biological target is well established and in vitro methods are
available to screen many compounds simultaneously, e.g., multiwell plates [7]. In
addition, the biological response must be rapid and easily measurable. For exam-
ple, thousands of compounds can be screened in a single day using a receptor-
based assay that elicits a spectrofluormetric response [8].

State-of-the-art technology today belongs to Aurora Biosciences, who are
developing an ultra-high-throughput screening system (UHTSSTM) capable of
screening over 100,000 compounds per day. This is accomplished by the use of
an automated compound storage and retrieval module that stores over
1,000,000 compounds in solution for rapid access and testing in 3,456-well
plates. This rate of testing is highlighted by the use of novel microfluidic tech-
nologies that accurately transfer small volumes (one-billionth of a liter) of liq-
uid at rates of up to 10,000 wells/hr coupled with fluorescence detectors to
measure response [9,10].

In contrast to the UHTSS, when assays using individual proteins or subcel-
lular preparations are not appropriate to measure receptor binding or illicit a phar-
macological response, more sophisticated cell-based or in vivo assays are necessary
[11]. The speed at which individual compounds can be screened dramatically
decreases in these systems, especially in the case of in vivo animal testing, where
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the number of compounds that can be simultaneously screened decreases and
often the time to measure a response is increased (see Chap. 11).

C.  ADME Properties

The majority of topics covered in this book will deal with the properties of
absorption, distribution, metabolism, and elimination (ADME) of potential
new drugs. These are the disciplines of pharmacokinetics, pharmaceutics,
drug metabolism, and drug transport, which are covered in much greater
detail in subsequent chapters. Historically, due to the more laborious nature of
these studies and the lack of emphasis on ADME properties in drug discov-
ery, these aspects of a drug’s development are somewhat behind the fields of
chemistry and pharmacology. However, since 1990, multiple advances, such as
cassette dosing [12], in vitro metabolic stability [13] and cellular permeability
assays, sample preparation/ extraction [14], and atmospheric pressure ioniza-
tion mass spectrometry have brought ADME properties to the forefront of
discovery screening [15]. Many of the physical-chemical properties of the
molecule mentioned previously do have an impact on the ADME properties
of a potential new drug. Therefore, parameters such as molecular weight, sol-
ubility, and hydrophobicity (LogP) are evaluated in conjunction with or in the
prediction of such phenomena as formulation, absorption, permeability, and
metabolism [16].

D.  Pharmacogenomics

Pharmacogenomics (pharmacogenetics) is the grouping of a pharmacological
drug response from a population based on the genetic variation of that popula-
tion [17]. In some instances, different individuals in a population respond to the
same drug in different ways; these variations can be due to genetic variations in
the biological target (receptor), genetic differences in drug transport, or the
metabolizing enzymes that are involved in drug absorption and clearance [17,18].
Therefore, pharmacogenomics is a combining of pharmacology, genetics, phar-
macokinetics, and toxicology in order to give the correct drug to the patient so
as to produce a safe and efficacious response. By applying pharmacogenomics
early and to a greater number of drugs, pharmaceutical companies can poten-
tially reduce the number of unwanted side effects, improve clinical trials, restrict
drugs from those patients who will not respond, and tailor some drugs to indi-
viduals with the appropriate genetic makeup, resulting in greater efficacy.

E.  Toxicology

In addition to the above-mentioned properties, the potential toxicological aspects
of discovery compounds should be evaluated at the earliest opportunity. Although
the details are beyond the scope of this text, the reader should be aware that new
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techniques are currently being employed and newer, more predictive methods
are underway to explore both the in vitro and in vivo toxicology of NCEs in
discovery [19]. For example, the use of genomics and metabonomics or bio-
markers (the relationship between genes and metabolite patterns, respectively,
with disease) allow much higher throughput and earlier toxicology screening
of NCEs [20–22]. Other screening tools include the use of desktop or web-
based databases of known toxic compounds or structural filters that eliminate
compounds with unwanted functional groups known to cause toxicity. Of all
the disciplines de-scribed, toxicology screening appears to be trailing the rest,
in part due to the complex nature of studying toxicological events in vitro, as
these events are often multifaceted and can occur in several organs. Also, pre-
clinical toxicology is per-formed in animals with the assumption that animal
toxicity and safety are correctly related to human toxicity and safety, which in
some instances may not be true.

Figure 1 illustrates the process of drug discovery, which involves a mul-
tidisciplinary approach with a constant influx of new technologies and output
of information that results in a lower compound attrition rate and com-
pounds with improved “druglike” characteristics. Ultimately, this entire
process comes together to produce a greater number of better drugs to treat
disease.

Figure 1 Drug discovery process.

Copyright © 2002 Marcel Dekker, Inc.
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III.  BIOINFORMATICS

We are in the information business; our success is dependent on how well we
use this information (data). One must always remember that the highest
throughput systems will generate the largest amount of information.
Databases are now the foundation of our information handling systems. The
ability to store, retrieve, visualize, and learn from such databases is the chal-
lenge that effects drug discovery [23]. Databases are an essential part of drug
discovery, as they allow us to organize data, find correlations (in vitro/in
vivo), and predict drug properties. Unfortunately, bioinformatics is generally
an afterthought when setting up a new discovery screening protocol. Issues
such as determining which information needs to be stored, in which format
the data should be stored, how to input or retrieve data from the system, how
the data can be visualized, or how to integrate a database with data from other
sources are typically dealt with at a later date. Bioinformatics needs be
addressed at the outset of a new discovery screening technique to avoid delays
in implementation of a new screen due to lack of an appropriate storage place
(database) for the large amounts of data generated.

Figure 2 Database models: data warehouse (A) and data mart (B).
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In general, there are two database models for the storage of informa-
tion: data warehouses and data marts (repositories). Data warehouses are large
data-bases that contain most or all of the information collected in discovery,
much akin to a warehouse that stores raw materials or goods. This model of
data storage places all of the information in one place that can be centrally
administered. A disadvantage to this large single database is the difficulty in
setting up and modifying the database. Having a single database implies that
all information inputs and retrievals are by the same or similar mechanisms,
which can be difficult, given the large variability in data output formats from
discovery instrumentation. Data marts or repositories are a collection of
smaller local databases that all connect to a central core for access by multiple
users and software products. The advantages of data marts are that they are
easier to set up and modify and have greater functionality with software prod-
ucts that generate or analyze data; however, they can be difficult to integrate.
Figure 2 is a graphical representation of both the data warehouse and data
mart models. Both models are currently in use across the industry and have
advantages and disadvantages depending on the amount of data, types of
data, and user access needs.

IV.  DISCOVERY SCREENING PHILOSOPHY

The screening of compounds can be done by one of two different processes:
parallel or sequential. Parallel screening of NCEs involves running multiple dif-
ferent experiments, such as solubility, metabolic stability, and permeability, simul-
taneously. In contrast, the sequential approach would perform each study in
sequence: solubility, then metabolic stability, followed by permeability. Obviously,
the parallel process has the advantage of increased speed over the sequential
process. How the investigator applies the data generated in these studies to deci-
sion making will ultimately determine which process is most efficient.

Pharmaceutical scientists make decisions on discovery data using two
different methods: (1) the filter approach or (2) buffet style. The filter
approach (also known as the funnel or tiered approach) takes compounds
through a series of filters that are descriptors of good drugs (Fig. 3). For
example, an early filter may be solubility—a drug must have a minimum
solubility in order to pass on to the next filter, otherwise it is dropped from
the program. Compounds that pass the first filter then pass on to the next
filter and again must show good drug qualities in order to continue toward
drug development. Each filter can be composed of a single parameter,
such as solubility, or a set of parameters. The filter approach is best
employed with a combination of parallel and sequential programs of stud-
ies. As compounds pass the first set of critical parallel filters, they then
pass sequentially on to the next set of parallel experiments, and so forth,
toward drug development. Typically, larger numbers of compounds can be
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screened by this method. One disadvantage of this approach is that it removes
compounds from the system with little ability to reenter the process at a later
stage.

The buffet-style approach to drug screening involves collecting all of the
necessary data (i.e., running all of the experiments either in parallel or in
sequence) on a compound to make decisions on whether a compound should
proceed toward development (Fig. 4). In this approach, all of the necessary data
(parameters) are determined in a data set (package) that the researcher(s) can uti-
lize in total to make decisions on which are the best compounds to take forward

Figure 3  Filter (tiered) drug discovery.

Copyright © 2002 Marcel Dekker, Inc.
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in development or which need further analysis. Unless extremely high-
throughput systems are in place, this approach is not capable of screening the
same number of compounds as the filter approach. However, it does offer the
distinct advantage of having more data to make an informed decision on the
progression of compounds toward development.

What types of screens are used and where (chronologically) they appear in
the process are unique to each company. There are some basic parameters, such
as physical-chemical properties and biological activity, that are early screens in
nearly every program. However, the remaining screens are dependent on com-

Figure 4 Buffet-style drug discovery.

Copyright © 2002 Marcel Dekker, Inc.
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pany philosophy or subjective factors, such as what has recently caused a com-
pound in clinical development to fail. Other information, such as characteris-
tics of poor compounds as identified by regulatory agencies (FDA), what
makes the most sense to screen, and what screens are predictable, also define
each company’s discovery process. Ultimately, most all discovery programs are
a combination of both of the filter and buffet-style processes, along with par-
allel and sequential data collection steps.

Finally, the education of data customers is essential in every discovery
program. With the increased amount of data stored in databases, access by
many more data users naturally occurs. The scientist who generated the data
is no longer the only researcher to examine and interpret that data or other-
wise draw conclusions from them. Most databases are merely an assembly of
data with no information on how an experiment was performed or the con-
clusions drawn from the data. There is a responsibility associated with the
development of discovery screens and that is the education of potential users
of the information.

V. SUMMARY

Drugs have been shown to fail in preclinical and clinical development for a
variety of reasons. The major reasons that drugs fail in later development are
ADME, toxicology, human efficacy, or marketing issues, in about equal pro-
portions. The amalgamation of the above-mentioned disciplines and tech-
niques in discovery should result in a lower compound attrition rate and the
selection of higher quality compounds for drug development. By eliminating
drugs with poor characteristics in discovery, the industry circumvents the
expense and time of trying to “patch up” or fix compounds with significant
issues during development. Drugs of higher quality (fewer issues) that come
out of discovery programs will move through the development process at an
increased rate and should have a better chance of making it all the way to
patients.

The subsequent chapters describe the role of mass spectrometry in the
drug discovery process in greater detail. Initial chapters deal more with instru-
mentation and sample preparation as they relate to mass spectrometry. The
remaining chapters describe the utility of mass spectrometry in different areas
of the drug discovery process, such as combinatorial chemistry, drug trans-
port, drug metabolism, pharmacokinetics, and microdialysis.
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APPENDIX

The editors realize that, like with any new field, there is an increase in new ter-
minology used to define that discipline. Drug discovery is no different and is
even more convoluted because it is an accumulation of multiple scientific dis-
ciplines. Therefore, the following brief list of terms has been compiled to
help the reader. Some references adopted from Ref. 17.
ADME—absorption, distribution, metabolism, and elimination. These are
the defining pharmacokinetic characteristics of how a drug is handled by the
body.
Bioinformatics—the collection, organization, visualization, and analysis of
large amounts of biological data, using computers and databases.
Bioinformatics also includes the integration and “mining” (detailed searching)
of databases.
Combinatorial chemistry—the use of a small set of chemical building
blocks, combined together in multiple ways using standard chemistries, to cre-
ate large libraries of compounds that may be screened for potential new
drugs.
Genomics—establishes the relationship between gene activity and particular
diseases.
Metabonomics—a technique of using proton-NMR to compare changes in
the production or elimination of standard biochemicals found in blood or
urine due to the in vivo administration of new chemical entities.
In cerebro—defined as using ones own mind (knowledge) to think through
a problem, interpret data, or make conclusions.
In silico—the use of software to analyze data or make prediction (estima-
tions) through some form of logic or knowledge (learning rules or database).
In vitro—”in glass.” Studies that are performed in test tubes, flasks, or mul-
tiwell plates or any biological preparation that is not considered a living organ-
ism.
In vivo—”in life.” Studies that are done in living microorganisms, animals, or
humans.
Pharmacokinetics—the study of the kinetics associated with drug absorp-
tion, distribution, metabolism, and elimination (ADME).
Pharmacodynamics—the study of the effect of a drug and its mechanism
of action.
Proteomics—establishes the relationship between a protein or enzyme and a
particular disease state.
Rational drug design (structure-based drug design)—the systematic
design of new drug molecules using the three-dimensional structure of the
drug target as a starting point. Rational drug design (also known as structure-
based drug design) uses the high-resolution (atomic) structure of the target
molecule and of molecules that bind to it.
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The current pace of drug discovery is rapid and still accelerating. This growth
is possible only because of the set of strongly interdependent technologies
that are available to do the necessary tasks. A better understanding of the
human genome will continue to lead to better molecular targets for drug mol-
ecules. These targets will be used as focal points for new and highly automat-
ed synthetic techniques, such as those used in combinatorial chemistry [1].
Although these techniques are capable of churning out many thousands of
possible drug candidates in short order, most of this effort would be useless
without accurate screening approaches for understanding and predicting the
effectiveness of the drug candidates in humans. Better surrogate biological
models and screening approaches are continually being sought with the hope
that they will allow drug candidates with good biopharmaceutical properties
and true therapeutic potential to be found more quickly [2].

The pyramid model for discovering and evaluating viable drug candidates,
shown in Fig. 1, assumes that there is a strong interdependence between the sev-
eral components of drug discovery and that discovery is only as effective as the
weakest of the building blocks. The Analytical Technology and Information
Systems components of drug discovery are especially interesting in that they

2
The Impact of Atmospheric
Pressure Ionization

David T. Rossi
Pfizer Global Research and Development, Ann Arbor, Michigan

The laws of physics haven’t changed. They’ve just been patented and mar-
keted.

—mass spectrometry adage
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Figure 1 The pyramid model suggests that the structure of successful drug
discovery is built on several interrelated technologies. No single technology
is more important than any other.
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impact most of the other components of the pyramid structure. It is only recent-
ly that these systems have become full participants in the discovery process.

For scientists involved in the Analytical Technology component of drug
discovery, the primary ongoing challenges are speed and effectiveness of assay
methods (qualitative and quantitative) that are used in the screening of these
drug candidates. Of course, the speed at which an assay can be completed is
important. To facilitate quicker decision making, pharmaceutical scientists
need to shorten the cycle time between when an experiment is run and when
the results are avail-able. Although more compounds are now being synthe-
sized, many of these do not have appropriate pharmaceutical properties. They
are tested once and never examined again. Therefore, the speed at which new
analytical methods can be developed is as important as the speed at which an
established assay method can be run.

Assay effectiveness is critical for all analytical work as well. Assay per-
formance is judged by precision, accuracy, sensitivity, and so on, but assay effec-
tiveness is judged by the ability of the analytical method to answer the question
being posed. What is the structure of this newly synthesized compound? How
quickly is this drug candidate metabolized? To what extent is this compound
biologically available after an oral dose? What is the biological half-life? In the
drug discovery phase, these types of questions are often asked on a relative
basis; that is, drug candidates are rank ordered relative to one another. If the
analytical method can quickly answer the pertinent question and allow the dis-
covery/development process to proceed, it is effective.

So why is it that mass spectrometry (MS) has recently emerged as a lead-
ing technology in drug discovery? This is an interesting question, in light of the
fact that, in one form or another, mass spectrometry has been gainfully used for
more than 80 years, but has only recently attained a dominant role in pharma-
ceutical analysis [4,5]. The answer lies in the continuously evolving capabilities of
modern analytical mass spectrometry and how these capabilities are now meet-
ing the demands of modem drug discovery. Figure 2 represents a historical time
line of pharmaceutical discovery and mass spectrometry development and gives
us some insight as to how the two paths have recently become interwoven.

For most of its history, mass spectrometry had been a narrowly
focused set of gas-phase analytical techniques. A single sample was intro-
duced by means of a vacuum lock and ionized in vacuo by bombardment
with energized particles, such as electrons (electron impact ionization),
neutral atoms (fast atom bombardment), or other ions (secondary ion mass
spectrometry), or through energy transfer (laser desorption, electric field
ionization, or spark discharge) [2]. Gas-phase ionization was hard, in the
mass spectrometry sense of the word, meaning that it usually caused
extensive fragmentation of the analyte ion [3]. The chances of observing
the intact molecular ion was small and, because of the complexity of many
real world samples, trace determination of drugs in matrix was not often
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Figure 2  A time line depicts the major events in pharmaceutical discovery
and LC/ MS development.
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achievable. The interference from the matrix was too great to make the
approach widely practical. To some, the problem seemed to be selectivity and
was added more by developing tandem-mass spectrometry capabilities [6]. Of
course, tandem mass spectrometry and the use of molecular fragmentation
through collision induced dissociation was also useful for structural elucida-
tion, studying gas-phase chemistry and novel experiments. Nevertheless, in
terms of discriminating against a complicated matrix, tandem mass spec-
trometry by itself was not enough, and adding a chemical separation prior to
the mass spectrometry step seemed to be a good idea.

Gas chromatography/mass spectrometry was a different story. Because
molecules that had been separated by gas chromatography were already in the
gas phase, they could be readily ionized and manipulated. Well into its 5th
decade, gas chromatography continues to be a successful analytical technique,
especially in environmental science. The difficulty with gas chromatography was
that it only worked for a minor (~20) percentage of the molecules of interest [7],
and it worked better for nonionic molecules than for ionic molecules. Because of
this, gas chromatography has been of limited utility in pharmaceutical science,
where the majority of drugs and metabolites are polar or ionic.

Analytical scientists had struggled for years to find ways of interfacing
the high vacuum domain of mass spectrometry with the condensed-phase
domain of analytical separations such as liquid chromatography (LC), and for
a long time nothing worked well enough [8]. Three fundamental compatibili-
ty problems had to be solved: the volume of solvent eluting from the separa-
tion (1 mL/min), the volatility of the mobile phase, and the polar nature of
the analytes. This last problem included such issues as analyte volatility, sta-
bility, and ionizability. Most early efforts focused on direct liquid introduction
and on various types of moving belt interfaces.

Direct liquid introduction was an obvious approach to coupling LC
and MS [9,10], generally involving a capillary separation or other low liquid
flow arrangement. Because of solvent and analyte volatilization dynamics,
nonvolatile components tended to collect at the outlet of the capillary and
block the flow, giving the approach a very narrow range of applicability. The
premise of the moving belt interface was to continually deposit drops of
mobile phase effluent from a liquid chromatography experiment onto a
miniature conveyer belt. After solvent evaporation, the residue was con-
veyed into the ion source and traditional ionization, such as electron impact,
was conducted. This approach had a number of difficult technical hurdles,
including carryover, loss of chromatographic resolution, and poor response
time. Although the object of widespread study for more than a decade,
moving belts never became very successful, technically or commercially [11].
Other interfacing approaches that were evaluated and have fallen into disuse
include particle beam [12], pneumatic nebulizer [13], and continuous-flow
fast atom bombardment (FAB) [14]. Although these techniques represented
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incremental improvements in the state of the art, each has difficulties, such as need
for excessive heat that caused thermal degradation of analytes (particle beam) or
an inability to handle reasonable flow rates (flow FAB), restricting the applications.

Even the most useful of these interfaces was never more than moder-
ately successful, yet an important lesson was learned: it was more productive
to eliminate the solvent and ionize nonvolatile compounds at atmospheric
pressure, not in vacuo. From this liquid-based ionization strategy, atmospher-
ic pressure ionization (API) mass spectrometry was born. After this break-
through, analytical chemists could interface their separation module (e.g., liq-
uid chromatography and capillary electrophoresis) to a mass spectrometer
using atmospheric pressure ionization. A small difference in implementation
between thermospray (strong heating and much thermal degradation) [15] and
electrospray (high voltage, mild heating, and very soft ionization) [16,17] led
to a large difference in performance and applicability. Now a tool that was
applicable to most compounds of pharmaceutical interest and yielded soft
ionization was available. Atmospheric pressure chemical ionization (APCI), an
ionization technique similar to electrospray, be-came available and popular
because it could be operated at the higher flow rates that chromatographers
were accustomed to [18,19]. As described in Chapters 3 and 5, this ionization
approach complements electrospray in several ways.

Since the invention of API, desktop computers became plentiful, power-
ful, and cheap. Software development caught up with the hardware, and graph-
ical-user interfaces helped make instrument control and acquisition software
easy to use. Mass spectrometers were reengineered and optimized for routine
use. The few remaining lens, gas flow, and temperature controls became readi-
ly adjustable and controlled by the software. The hardware became easy to set
up and use. For example, electrospray and APCI source changeover is a minor
operation that any trained technician could perform in a few minutes.

After coupling API tandem mass spectrometry to liquid chromatogra-
phy, scientists in the pharmaceutical industry were impressed by the tremen-
dous selectivity, qualitative and quantitative information, good-to-excellent
sensitivity, and applicability to many small molecules of pharmaceutical
interest. Whereas in the past they had needed weeks to develop quantitative
bioanalytical methods for small drug molecules, now these methods could be
developed in a day or 2 with LC/MS. The resulting quantitation limits were
comparable to and often better than other types of detection. Method selec-
tivity was no longer the great stumbling block it once had been and this
encouraged widespread multicomponent quantitation, where 20 or more
trace drug components could be simultaneously quantified in a single bio-
logical sample. Because of the gainful evolution of technologies, mass spec-
trometry, particularly API LC/MS, became a tool that could effectively con-
tribute to the rapid pace of modern drug discovery. Once considered an
exclusive field, exercised solely by technicians dedicated to the art, mass
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spectrometry had evolved and matured into a commonly used tool for many
scientists, regardless of formal training. For analytical chemists in the phar-
maceutical industry, not routinely using mass spectrometry now puts them at
a significant competitive disadvantage.

Atmospheric pressure ionization mass spectrometry has now developed
to the point where it can bring significant problem-solving power to bear
upon quantitative and qualitative problems in many of the disciplines needed
for drug discovery. For example, it is often necessary to determine or confirm
the molecular weight of an entire plate of freshly synthesized compounds.
This process can be automated with the aid of API/MS and simple flow
injection sample introduction. It is of interest to rank order the in vitro per-
meability of a collection of compounds in a single class or to compare class-
es of compounds. This can be accomplished in a few days, using quantitative
API LC/MS. The oral bioavailability of compounds can also be an important
criterion in drug candidate selection. Using a simple cassette-dosing paradigm,
this parameter can be simultaneously assessed for a number of test com-
pounds in any common animal model, again within a few days.

Figures 3 and 4 demonstrate the dramatic growth of API, APCI, and elec-
trospray, both within and external to pharmaceutical science, by graphing the

Figure 3  Bar chart representing the annual number of articles involving
atmospheric pressure ionization (API) mass spectrometry and atmospheric
pressure ionization mass spectrometry in the pharmaceutical sciences.
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numbers of articles published per year. Articles on atmospheric pressure ion-
ization (Fig. 3) have increased from zero in 1986-1987 to more than 600 in
1999. While not as dramatic in terms of numbers or trends, articles citing API
in the field of pharmaceutical science have grown to more than 100 per year
over the same period. Since 1990, published pharmaceutical applications of
electrospray have increased to more than 100 per year and, although not as
widely reported as electrospray, pharmaceutical applications of APCI have
shown noticeable growth as well. Electrospray is apparently used more than
APCI, based on the number of citations found, but both techniques contin-
ue to gain applications in the pharmaceutical sciences.

Many of the important questions associated with drug discovery can be
addressed by experiments that use API/MS as the analytical approach. It is one
of the most flexible and powerful tools currently available to pharmaceutical sci-
entists. Although flow injection is preferred for qualitative determinations of
major components, up-front separation approaches are often required and com-
monly involve liquid chromatography or capillary electrophoresis. Information
obtained can be qualitative (molecular weight or detailed structural information)
or quantitative (concentration in biological or in vitro samples). The time scale

Figure 4 Bar chart representing the annual number of articles involving
electrospray and atmospheric pressure chemical ionization (APCI) mass
spectrometry in relationship to pharmaceutical science.
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required to develop and conduct the assay procedure or to screen compounds
has decreased drastically and this has helped remove analytical bottlenecks in
the drug discovery process. How this is done is, in principle and application,
the subject for the rest of this book.
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I.  WHAT IS A MASS SPECTROMETER?

A mass spectrometer is an instrument that is capable of forming, separating, and
detecting ions, either atomic or molecular, based on their mass-to-charge ratio.
The mass-to-charge ratio of an ion is often abbreviated as m/z, and this
nomenclature is used consistently throughout this chapter.

A.  Components of a Mass Spectrometer

Any mass spectrometer can be generically described as a set of functional modu-
lar components as shown in Fig. 1. These components include (a) a sample inlet,
(b) an ionization source, (c) a mass analyzer, (d) a detector, and (e) a data
recorder/processor [1]. For each of these modular components, a number of
unique technologies exist, distinguished mechanically by their mode of operation
and practically by their advantages and disadvantages for a particular analytical
application. By linking individual components together, diverse mass spectrome-
ter systems have been configured, typically with specific analytical requirements in
mind. Table 1 gives an overview of some common mass spectrometer compo-
nents, and although not all individual components are universally compatible, to
a large extent the analytical diversity of mass spectrometry, as exploited by ven-

3
A Mass Spectrometry Primer
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If it wasn’t for mass spectrometry, I’d probably be in the dry-cleaning busi-
ness.

—With apologies to Joseph Heller.
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dors and academicians, has relied heavily on the mix-and-match capabilities of
these individual components [2].

1.  Sample Inlet System

Because a mass spectrometer separates and distinguishes ions based on some
translational characteristic associated with their mass-to-charge ratios, it is
necessary that mass analysis occur in a vacuum so that an ion’s mean free path
(that is, the average distance an ion travels before it collides with another par-
ticle) is greater than the travel distance from ion source to ion detector. Much
of the engineering behind a mass spectrometer, therefore, is centered on its
pumping design and subsequent vacuum interlock. There are two options in
the design of a sample inlet system. One option is to introduce the sample
into the mass spectrometer as a neutral species through a controlled vacuum
leak, followed by ionization in the vacuum chamber. The other option is to
create ions at atmospheric pressure and then introduce the ions into the mass
spectrometer through a con-trolled vacuum leak with the aid of electrostatic
and/or electromagnetic focusing lenses. This process is called atmospheric pres-
sure ionization (API) and provides the best option to date when coupling a
dynamic liquid system, such as a liquid chromatograph, to a mass spectrome-
ter. Atmospheric pressure ionization is largely responsible for the dramatic
growth of mass spectrometry and the pharmaceutical industry is no excep-
tion. For this reason, API is discussed in detail this chapter.

2.  Ionization Sources, Mass Analyzers, and Ion Detectors

The choice of an ionization source must be consistent with the mass spectrome-
ter inlet system, as described above, and the ionization characteristics of the ana-
lyte. Likewise, the appropriate choice of mass analyzer is highly application-, com-
pound-, and matrix-dependent, and each mass analyzer requires certain charac-
teristics from its ion detector. The variety of individual ionization, mass analyzer,
and ion detector systems that can be integrated creates a myriad of unique mass
spectrometer systems, each with certain advantages and disadvantages. To add
even more complexity to the situation, modular configuration of these individual
components (ionization source, mass analyzer, and detector) is not limited

Figure 1 Modular components of a modern mass spectrometer system.
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Table 1 Common Components of Modem Mass Spectrometers, Including Inlet Systems, Ionization Sources, Mass Analyzers,
and Ion Detectors

Ionization sources Ion detectors
Sample inlet Atmospheric Mass analyzers,
systems pressure, Vaccum single stage Point Array
Gas chroma- Electrospray ioniza- Electron impact ioniza- Quadrupole mass Photomultiplier Multichannel

tography tion- tion (EI) filter plate detector
Liquid chroma- Atmospheric pres- Chemical ionization Time-of-flight Electron multi- Photographic

tography sure chemical (CI) plier film
ionization(APCI)

Direct insertion Matrix-assisted laser Magnetic sector
probe desorption(MALDI)

Particle beam Fast atom bombard- Fourier transform
ment(FAB)

Secondary ion mass Quadrupole ion
spectrometry (SIMS) trap(QUISTOR)

Note: Those components which are discussed in some detail are italicized within the table.
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to a single choice from each category listed in Table 1. In fact, one of the
greatest strengths of the technology has been the creation of system
hybridization, particularly with mass analyzers, in which multiple components
within a given category in Table 1 are linked together, providing tandem mass
spectrometry (MS/MS) capabilities. A common example of tandem mass
spectrometry is the triple quadrupole instrument, in which two single-stage
quadrupole mass analyzers are linked via an ion reaction cell, providing a
number of unique and powerful applications.

B.  Isotopes and Molecular Weight

Mass spectrometers determine atomic and molecular isotope ratios. Table 2 lists
the relative isotopic abundance of elements commonly encountered in pharma-
ceutical analysis [3,4]. The values in Table 2 have been empirically determined and
refinements in the values are necessary as atomic mass measurements improve,
but for this discussion any inaccuracies in the table are insignificant. For some ele-
ments there are only two naturally occurring isotopes. For example, if you were
to randomly sample carbon atoms in nature, 99% of the time you would find 12C,
and roughly 1% of the time a 13C would turn up. Other elements, such as chlo-
rine and bromine, have elemental isotope ratios that are not as heavily

Table 2 Common Elements with Their Naturally Occurring Isotopic
Relative Abundance

Most abundant Other isopes
Element isotope Mass Relative%
Hydrogen, H 1H 2H 0.015
Carbon, C 12C 13C 1.08
Nitrogen, N 14N 15N 0.37
Oxygen, O 16O 17O 0.04

18O 0.20
Fluorine, F 19F
Silicon, Si 28Si 29Si 5.1

30Si 3.4
Phosphorous, P 31P
Sulfur, S 32S 33S 0.80

34S 4.40
Chlorine, Cl 35Cl 37C1 32.5
Bromine, Br 79Br 81Br 98.0
Iodine, I 127I
Source: From Refs. 3 and 4.
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biased to one isotopic form. Because a molecule is nothing more than a
weighted combination of a set of elements, the theoretical isotope ratio of a
molecule can be predicted mathematically, based on the percentages in Table
2, which determine the weighing factors for isotope distribution.

A compound will have a distribution of individual isotopic molecular
weights based on the relative abundance of its constituent ions, and it is impor-
tant when expressing the molecular weight of a compound to understand how
its weight is calculated. A common way of defining the molecular weight of a
compound is by expressing it as a weighted average of its constituent isotopes.
This is typically called the average molecular weight and is a convenient way to ex-
press a molecular weight when physically handling a compound, such as when
weighing on a balance or calculating molar equivalents. For stoichiometric cal-
culations it is practical to deal with average molecular weights. Because a mass
spectrometer is typically capable of resolving the constituent isotopes of a
compound, it becomes convenient to define molecular weight not by average
mass, but rather by some other isotopic characterization. This is done by
expressing the molecular weight based on a single isotope, most commonly the
lowest molecular weight isotope of the compound. This is sometimes called
the monoisotopic molecular weight and is a convenient measure when dealing with
mass spectra because that is the empirical observation. For example, Fig. 2a
shows the theoretical isotope pattern of diphenhydramine (C

17
H

21
NO). The

average molecular weight for diphenhydramine is 255.4 Da, which results from
a weighted average of the individual isotopes shown. The monoisotopic
molecular weight, however, is 255.2 Da, corresponding to the lowest, and in
this case most abundant, molecular isotope.

It is interesting to note that the difference between the monoisotopic
and average molecular weight of a compound increases with molecular
weight. At relatively low molecular weights the monoisotopic molecular
weight contributes the most to the mass. Such is the case with the diphenhy-
dramine distribution shown in Fig. 2a. As molecular weight increases, iso-
topic contribution to the average mass becomes more significant, and ulti-
mately a point will be reached where the monoisotopic mass is no longer the
most intense mass spectral peak. This trend is shown in Fig. 2b, showing the
isotope pattern for thiostrepton (C

72
H

85
N

19
O

18
S

5
), which has an average

molecular weight of 1664.9 Da and a monoisotopic molecular weight of
1663.5 Da. Considering this from a statistical viewpoint, at relatively low
molecular weight a compound consisting of carbon, hydrogen, oxygen, and
nitrogen is more likely to contain only ions of the most abundant atomic
weight because 98.92% of carbon atoms are 12C, 99.985% of hydrogen atoms
are 1H, 99.63% of nitrogen atoms are 15N, and so forth. As molecular weight
increases a point is reached where, statistically, it is more likely that at least one
atom in the molecule is not the most abundant atomic weight. For example,
if a molecule contained >108 carbon atoms, statistically it is more
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Figure 2  Theoretical isotope distributions of (a) diphenhydramine and (b)
thiostrepton. In general, the difference between the monoisotopic and aver-
age molecular weight of a molecule increases as molecular weight increases
(isotope distributions were generated using Micromass MassLynx 3.1 soft-
ware).
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likely you would find at least one 13C atom. As a rule of thumb, this conver-
sion of isotopic base peak roughly occurs around 2000 Da.

C.  Mass Resolution

The resolution of a mass spectrometer is qualitatively defined as its ability to dis-
criminate between adjacent ions in a spectrum [5-12]. Resolution is often defined
as a function of molecular weight and is given by the following equation:

where m is the molecular weight of the ion and ∆m is the peak width of
the ion at half-height, defined at a given percentage valley between the adja-
cent ions. As peak width decreases for a given m, or as m increases without a
con-current increase in peak width, resolution improves. Resolution, like sen-
sitivity, is commonly used as a performance specification for an instrument
and varies greatly by mass spectrometer analyzer, sample ionization mecha-
nism, and the detailed design components of a particular instrument. Most
ion source/mass spectrometer configurations are capable of providing unit
mass resolution, in which adjacent singly charged ions can be distinguished
with 10-30% valley separation, within the m/z range of the instrument.
Although mass accuracy and mass resolution are not necessarily related, mass
spectrometers that provide exceptional resolution, such as ion resonance
cyclotron instruments, tend to generate spectra with high accuracy.

D.  Dynamic Range

The dynamic range of a mass spectrometer is defined as the range over which a
linear response is observed for an analyte as a function of analyte concentra-
tion. It is a critical instrument performance parameter, particularly for quan-
titative applications, because it defines the concentration range over which
analytes can be determined without sample dilution or preconcentration,
which effects the accuracy and precision of an analytical method. Dynamic
range is limited by physiochemical processes, such as sample preparation and
ionization, and instrumental design, such as the type of mass analyzer used
and the ion detection scheme.

E.  Mass Accuracy

The accuracy to which a mass spectrometer can determine the molecular weight
of an ion is, like sensitivity and dynamic range, a common performance bench-
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mark [5–12]. Depending on configuration and choice of mass analyzer, mass
spectrometers can be designed to provide mass accuracy anywhere from ±0.5
to ±0.0001 m/z, with cost typically proportional to performance. Instrument
accuracy to ±0.5 m/z, sometimes called a nominal mass measurement, is often suf-
ficient to provide the level of accuracy required for an analytical application.
Instruments with exceptional mass accuracy can provide an additional level of
mass selectivity, particularly for the discrimination of isobaric molecules,
which have the same nominal mass (±0.5 m/z) but differ in their accurate
mass (±0.001 m/z). The term accurate mass has been reserved for instruments
or applications that provide mass measurements to within ±5 ppm of the
theoretical molecular weight. For most analytical applications, however, mass
accuracy in excess of ±0.1 m/z is not necessary, and sufficient analytical per-
formance can be obtained without the additional cost of an accurate mass
measurement. A common example would be triple-quadrupole mass spec-
trometry, in which the mass accuracy of the analyzer typically does not exceed
±0.1 m/z, where lack of selectivity from mass accuracy is compensated by the
increase in selectivity associated with the tandem mass spectrometric capabil-
ities of the instrument.

II.  ION SOURCES: HOW IONS ARE FORMED

Ionization can proceed by either of two fundamental processes, the loss/gain
of an electron or the loss/gain of a charged particle (such as a proton), gen-
erating odd- or even-electron ions respectively [4]. Each ionization mecha-
nism has fundamental characteristics which can effect analytical methodology
and both are discussed. An odd-electron ion is generated by the gain or, more
commonly, loss of an electron in vacuum, generating an ionic species of iden-
tical nominal molecular weight (differing only by the mass of an electron) to
the neutral species from which it was generated. Classic electron impact ion-
ization takes advantage of this mechanism. In comparison, an even-electron
ion is generated by the adduction or loss of an even–electron species from a
molecule, in the most simple case a proton, to generate an ion with a molec-
ular weight dissimilar to the molecule from which it was generated. Molecular
ions generated by adduction or ionic loss are some–times referred to as pseudo-
molecular ions because their mass (independent of charge) is different from that
in its un-ionized state. The most commonly used even-electron ionization
sources are electrospray and atmospheric pressure chemical ionization; these
sources fall under the general heading of atmospheric pressure ionization to
distinguish them from ionization processes which take place in a vacuum.

Once an ion is generated in a mass spectrometer, its mass-to-charge ratio
(m/z) can then be determined based on the trajectory an ion takes in the mass
analyzer. Quite often the charge of a molecule is simply +1 or –1 and a direct
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measurement of the m/z ratio reveals the mass of the molecular or pseudo-
molecular ion. In cases where ions are multiply charged (z ≥ 1), various math-
ematical methods can be applied to determine the charge state of the ion and
thus its molecular weight. Techniques to determine charge state are discussed
later in this chapter, specifically in the section describing atmospheric pressure
ionization.

Another convenient way to classify ionization sources, rather than from
the perspective of odd- or even-electron ion generation, is in relation to where
the ions are created relative to the vacuum system; that is, either generated at
atmospheric pressure or in a vacuum. The two most common atmospheric
pressure ionization sources, electrospray and atmospheric pressure chemical
ionization, are arguably the most common ionization techniques applied in
quantitative mass spectrometry today. However, discussion of earlier ionization
sources is useful, as many of these techniques are still commonplace and their
understanding provides a framework for appreciation of atmospheric pressure
ionization technology and what it has to offer the pharmaceutical industry.

A.  Electron Impact Ionization

Electron impact (EI) ionization is a technique in which a neutral molecule, M, is
ionized following bombardment by an accelerated electron beam creating a
radical cation, M•+, and an additional free electron [5–12] as follows:

M + e- → M •+ + 2e- (2)

A metal filament is heated in a vacuum in order to generate free electrons,
and these electrons are accelerated within a restricted source, into which an
unionized analyte has been introduced. Sample introduction can be through a
number of mechanisms, including gas chromatography, liquid chromatography,
and direct insertion probe. Although EI ionization sources may contain a vari-
able potential for ion acceleration, a 70-eV potential is typically applied. At this
voltage, ionization and fragmentation become very reproducible among differ-
ent source designs, making possible the creation of standardized mass spectral
databases. In fact, it is this property, i.e., its ability to produce highly reproducible
“fingerprint” spectra, both in ion fragmentation and relative abundance, that has
afforded EI ionization a steady market share in the diverse world of mass spec-
trometric ionization sources. Qualitative analysis of compounds amenable to EI
ionization can be streamlined by library searching in which spectra of unknowns
are compared to standard libraries [13–15]. Searching algorithms generate statis-
tical matches relative to the spectral library and list possible hits in order of
descending probability. Most software applications also allow the creation of
customized libraries that contain selected or proprietary compounds.

Electron impact ionization has a number of advantages and limitations as
an ionization source. It is a nonspecific ionization technique that will ionize most

Copyright © 2002 Marcel Dekker, Inc.



34 Fountain

organic molecules. For relatively small, nonpolar, and volatile compounds EI
is a good choice for ionization, while techniques such as atmospheric pressure
ionization require some minimal polar functionality to produce an ion. While
such polarity is not a requirement for electron impact ionization, this ioniza-
tion technique also introduces a significant amount of internal energy into an
ion, which can induce excessive fragmentation. The technique generates rela-
tively unstable odd-electron radical cations, and while EI fragmentation tends
to be reproducible and generates mass spectral “fingerprints” for molecules,
this fragmentation also limits applications of EI for the characterization of
large molecules, such as peptides or proteins, and labile molecules. Because EI
requires ionization in a vacuum, liquid chromatographic interfaces such as
particle beam, which do not take advantage of differential pumping (see Sec.
II.D), have poor sensitivity performance relative to atmospheric pressure ion-
ization.

B.  Chemical Ionization

To improve the stability of ions formed in a vacuum, and thereby limit ion
fragmentation, an alternative to electron impact called chemical ionization was
developed. Chemical ionization generates an even-electron ion rather than an
odd-electron ion and although ions are still generated directly in a vacuum
with chemical ionization, the even-electron configuration of the analyte
improves the stability of molecular ion significantly such that molecules pre-
viously not amen-able to vacuum ionization with EI can be detected
[5–12,16]. Unlike hard ionization techniques, such as EI, where ion fragmenta-
tion is commonly observed, chemical ionization (CI) is a soft ionization tech-
nique in that molecular ions can be generated without significant fragmenta-
tion. The ionization mechanism of CI relies on EI ionization for the initial ion-
ization event, but within the source is added a chemical ionization gas, such as
methane, isobutane, or ammonia, that becomes ionized through charge transfer
processes and ultimately creates a reactive species that can ionize the analyte
compound. For example, using ammonia as the CI gas, creation of the ammo-
nia radical cation can be induced by electron impact ionization as follows:

NH
3

+ e- → NH
3
•+ + 2e- (3)

The ammonia radical cation can then form the reactive species, NH
4
+,

through further reaction with ammonia in the ionization source as follows:

NH
3
•+ + NH

3
→ NH

4
+ + NH

2
• (4)

The NH
4
+ species can then react with a basic amine analyte compound,

RNH
2
, to create an ionized species with an m/z ratio 1 Da in excess of the

parent compound’s molecular weight as follows:
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NH
4
+ + RNH

2
→ NH

3
+ RNH

3
+ (5)

Charge transfer to an analyte molecule can be improved by judicious
choice of CI gas, as the gas-phase acidity of the chemical ionization gas influ-
ences the efficiency of charge transfer.

C.  Matrix-Assisted Laser Desorption/Ionization

Electron impact ionization and chemical ionization are two vacuum ionization
techniques that have been applied to relatively low-molecular-weight molecules
(roughly <1000 Da). In order to produce gas-phase ions of oligopeptides, pep-
tides, and large biomolecules, alternative ionization methods are required. One
method, described as matrix-assisted laser desorption/ionization (MALDI), has since
become a powerful analytical technique for the characterization of biopolymers
[6,17,18]. This method has primarily been interfaced with time-of-flight mass
spectrometry because this mass analyzer configuration has an inherently high m/z
range and is easily coupled with pulsed or modulated ionization sources.

Matrix-assisted laser desorption/ionization produces stable high-mass ions
through an energy transfer process rather than by direct laser ionization. A mole-
cule of interest (such as a protein) is mixed in a suitable organic matrix, typically at
a 1:1000 molar ratio of analyte to matrix, and the analyte–matrix mixture is allowed
to crystallize on a metallic or ceramic plate or other suitable surface. Following crys-
tallization, the plate is introduced into the mass spectrometer through a vacuum
interlock. To ionize the sample, pulsed laser light is focused onto the
analyte–matrix mixture [17,18]. With appropriate choice of matrix and laser wave-
length, the MALDI process is designed such that the matrix rather than the ana-
lyte absorbs the photons [19–20]. Absorption of photons results in a nonequilib-
rium phase change in which the matrix crystals and embedded analyte ions are
volatilized. Molecules previously embedded in the matrix are then ionized through
charge transfer with the expanding matrix plume. Common MALDI matrices
include nicotinic, sinapic, cinnamic, and gentisic acid (2,5-dihydroxybenzoic acid)
for UV laser desorption in addition to urea and succinic acid for IR desorption.

A significant characteristic of MALDI is its ability to produce gas-phase
ions of large biopolymers with little or no molecular fragmentation and typically
with a single charge [17,18]. This is extremely useful for molecular weight deter-
mination but has limitations when structural information is required. There are
two major causes for the soft ionization of MALDI. First, desorption produces a
phase transition in which the matrix, rather than the analyte, primarily absorbs the
energetic photons. As a result, little internal energy is transferred to the solvated
analyte molecules. Second, it appears that the phase transition is analogous to a
supersonic jet expansion, with the analyte ion “seeded” in an expanding plume of
matrix “carrier gas.” Because the gas-phase ion has very little internal
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energy, unimolecular fragmentation is typically not observed on the time scale
of source extraction (see Sec. III.F.2).

Although MALDI applications for quantitative analysis of biopolymers
have been shown recently, most applications involve qualitative studies
[21–23]. Limitations in the quantitative addition of matrix to analyte and on-
line configurations of MALDI, compared to gas chromatography/MS and
liquid chromatography (LC)/MS systems, have kept the primary focus on
qualitative applications.

D.  Atmospheric Pressure Ionization

The need for an ionization source that provided both softer ionization, i.e.,
less fragmentation of the molecular ion, and a convenient interface with liq-
uid chromatography (at ambient pressure) to mass spectrometry (at high vac-
uum) helped spur the creation of atmospheric pressure ionization. Two tech-
niques fall under the heading of API, electrospray and atmospheric pressure
chemical ionization (APCI), and the technical aspects of each are discussed
individually. However, many of the fundamental principals that describe these
ionization mechanisms can be applied to both electrospray and APCI sources.

1.  Differential Pumping

Atmospheric pressure ionization, whether electrospray or atmospheric pres-
sure chemical ionization, takes advantage of ionization outside of the vacu-
um system of the mass spectrometer. This provides a number of advantages
over ionization in vacuum. For example, ion enrichment relative to ambient
neutral background molecules is possible with API, creating a vacuum inter-
face with improved sensitivity and efficiency over vacuum ionization tech-
niques. In an API source, analyte ionization competes with background matrix
from ambient air, chromatographic effluent and buffer additives, sample
matrix, or impurities. Some selectivity is possible with judicious choice of ion-
ization mechanism, but ionization is never totally efficient and a mixture of
ions and neutrals is produced. When ions are generated at atmospheric pres-
sure, it is necessary to allow a controlled leak of the ions into the mass spec-
trometer vacuum region, and the most efficient process to date is through dif-
ferential pumping (see Fig. 3) [6,24,25]. In a generic differential pumping system,
ions are generated at atmospheric pressure in a bath of neutral background
molecules. Typically a sampling cone, face-plate orifice, or steel capillary pro-
vides the first interface where the API and differential pumping regions meet.
In Fig. 3 the vacuum interlock is represented by a face-plate orifice. The inter-
face introduces both neutral molecules and ions into the first pumping stage of
the mass spectrometer. Once ions and neutral molecules are introduced into the
first pumping stage, ion enrichment is possible because the paths of the neutral
molecules and the ions are differentially influenced by the pumping dynamics
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and the electronic fields of the tuning lenses, respectively. Separating this first
pumping stage from a second pumping stage is a larger vacuum orifice, and
the tuning lenses are configured to focus ions into the next stage. Subsequent
pumping stages are similar to the first, except that pumping capacity decreas-
es and orifice diameters increase with each additional pumping stage. With
each stage of pumping, a subsequent lowering of the operating pressure is
obtained such that the mass analyzer is capable of maintaining a vacuum pres-
sure amenable to ion detection (sufficient mean free path) even with a con-
siderable solvent load at the source (such as a 1 mL/min solvent flow from an
analytical scale liquid chromatography column). Where further vacuum
pumping is required additional differential pumping stages can be added.

A number of lens systems, both electrostatic- and RF-based, have been
employed in differential pumping applications. Most commercial API/MS sys-
tems available today rely on RF-only quadrupole, hexapole, or octapole lens de-
signs, largely due to their automated tuning capabilities within a quadrupole mass
spectrometer detection system and their efficiency at relatively high vacuum pres-
sure. The ultimate vacuum pressure required for mass analysis is dependent on
the analyzer and detection system configuration. Quadrupole mass analyzers can
operate at relatively high pressures (10–5 Torr) relative to time-of-flight analyzers
(10–7 Torr), and because the vacuum pumping system design of an integrated

Figure 3  Schematic of a generic atmospheric pressure ionization source
showing a differential pumping system.
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MS system contributes significantly to its cost, pumping designs generally
meet the minimum requirements for a given instrument configuration.

2.  Pseudomolecular Ions

In addition to the advantages of differential pumping, where ion enrichment
relative to ambient background is possible, atmospheric pressure generates
even-electron ions in the form of ionic adducts or pseudomolecular ions [4].
These even-electron ions are relatively stable in vacuum and are characterized
by soft ionization, in which ion fragmentation is minimized. Both electrospray
and atmospheric pressure chemical ionization form ions through noncovalent
addition or loss of a charged species, analogous to chemical ionization, described
above (see Sec. II.B). Basic compounds, such as amines, tend to form positively
charged ions, and acidic compounds, such as carboxylic acids or phenols, form
negatively charged ions through the respective gain or loss of a proton as follows:

M + H+ ↔ MH+ (formation of positive ion of analyte M) (6)

MH ↔ M- + H+ (formation of negative ion of analyte M) (7)

Though the charged species is commonly a proton, thereby generating
an ion that has a molecular weight 1 Da higher or lower than the parent mol-
ecule, ionization is also possible through addition or loss of other charged
ions, such as sodium, potassium, or ammonium ions. The molecular weight of
the ion changes accordingly depending on the mass of the charged species
lost or gained. Because the process of API does not perturb the electron con-
figuration of the molecule upon ionization, molecules charged by this method
are typically very stable and can be detected without significant fragmentation,
especially when compared to other vacuum ionization techniques such as elec-
tron impact ionization.

Although both electrospray and APCI can be described generically as
atmospheric pressure ionization techniques, each has its own mode of oper-
ation and a wide realm of applications. To a large extent, either technique can
be applied to a given analytical method, especially for low-molecular-weight
analytes of roughly less than 1000 Da. In fact, it is commonly observed that
an industrial analytical laboratory will tend to favor one technique over the
other out of convenience rather than analytical rigor.

3.  Electrospray Ionization

Electrospray ionization is an atmospheric pressure ionization technique in which
ions are generated in solution phase, the carrier solvent is evaporated, and a gas-
phase ion is produced (see Fig. 4) [26]. An appropriate solvent (typically the efflu-
ent from a liquid chromatography system) is passed through a metal capillary to
which is applied a static DC voltage. This voltage induces ionization of the
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effluent, creating charged droplets of solvent as the liquid emerges from the
end of the capillary. As the solvent evaporates, charge density increases, cre-
ating coulombic repulsion and subsequent droplet disassociation. Further
evaporation of the droplets creates an environment in which charge transfer
from the solvent to the analyte occurs, generating an even-electron gas-phase
ion [27]. Capillary voltages and solvent flow rates are dependent on instru-
ment design, but some generalization can be made. Typically a voltage of ±2.5
to 5.0 kV is applied to the capillary to induce ionization, and the polarity of
the voltage determines the charge of the ions generated. Early prototype elec-
trospray ionization sources were limited to low rates (<10 µL/min) to allow
sufficient desolvation. Most designs today rely on coaxial gas flow, typically
nitrogen, which improves desolvation and allows higher flow rates to be used.
This is particularly true for LC/MS applications. Electrospray ionization
sources with coaxial gas flows are some-times called nebulization-assisted
electrospray. Flow rates for most commercial nebulization-assisted electro-
spray ionization sources range from 1 to 1000 µL/ min, which is compatible
with standard microbore and analytical liquid chromatography (1.0, 2.1, and
4.6 mm I.D.). Efficient desolvation is critical to ionization, and commercial
electrospray sources are designed with pneumatically assisted nebulization and
heated source design to aid in droplet evaporation. In cases where droplet des-
olvation is not complete, because either nebulization or heating is insufficient
for the aqueous percentage or solvent flow rate, ionization efficiency is
reduced. This low ionization efficiency can sometimes be observed as solvent
clustering or excessive analyte adduct formation.

Ionization Polarity. As discussed above, either a positively or negatively
charged ion can be generated by atmospheric pressure ionization [see Eqs. (6)
and (7)]. The type of ion generated is dependent on the charge of the adduct

Figure 4  Schematic of a generic electrospray ionization source.

Copyright © 2002 Marcel Dekker, Inc.



40 Fountain

gained or moiety lost upon ionization and is therefore influenced on the
polarity of the electrospray capillary. For example, a positive DC voltage on
the capillary will generate positive ions from basic compounds, and a negative
voltage will produce negative ions from acidic compounds. In the majority of
applications, ions generated by API result from the gain or loss of a proton,
H+, and therefore the polarity of the ion generated is largely defined by the
acid/base nature of the molecule. Organic molecules with a basic character,
such as amines, will favor formation of positively charged ions. Molecules
with an acidic character, such as carboxylic acids, will tend to deprotonate and
form negatively charged ions. Preliminary understanding of the pK

a
of a given

compound can provide information on improving analytical sensitivity (see
Chap. 5).

Multiple Charging. A characteristic of electrospray that is often exploited for
the analysis of high-molecular-weight molecules such as peptides and proteins is
the generation of multiply charged ions [28–30]. Mass spectrometry requires
sample ionization, and regardless of the specific type of mass analyzer used, the
mass-to-charge ratio, m/z, of the ion is measured. The m/z range that can be
measured by a mass spectrometer is analyzer-dependent. For example, a quadru-
pole mass analyzer can have an upper limit of 2,000–5,000 m/z. A time-of-flight
mass analyzer, on the other hand, can have an upper mass limit of >100,000
m/z. Discussion to this point has assumed that ionization is limited to one
charge, i.e., z = 1. In cases where this is true, the analytical m/z limitation of a
mass spectrometer is nominally limited to the ion’s molecular weight, as the charge
state is considered unity (charge state refers to the number of charges on an ion).
As a result, for a typical commercial quadrupole mass analyzer, which can have
an upper limit of 4,000–5,000 m/z, detection of single-charged ions in excess of
5,000 Da is not possible. Quadrupole mass analyzers have been applied to pro-
tein characterization, however, and are capable of measuring m/z ratios in excess
of 5,000 m/z. This is possible through multiple charging, in particular with elec-
trospray ionization. As the molecular weight of a given compound in-creases,
the statistical probability of multiple acidic or basic functional groups increases.
In a solvent system that is not charged-limited, such as a pH buffered solution,
this often results in multiply charged ions, and an equilibrium will be formed in
which a distribution of ions is generated over multiple charge states.

Electrospray ionization of a protein in an acidic solution will create the
potential for multiply charged ionization, as the excess of H+ in solution provides
a distribution of charge states. Because a mass spectrometer measures the massto-
charge ratio of an ion, the effective mass limit of an instrument can be extended
beyond its single-charged m/z range. Because the mass spectrum contains multi-
ple measurements of the molecular weight of a compound (after compensation
for charge state and mass difference due to proton adduction), multiple mass
measurements for the protein can be taken, thereby allowing for improved mass

Copyright © 2002 Marcel Dekker, Inc.



Mass Spectrometry Primer 41

accuracy through statistical averaging. For example, Fig. 5b shows the electro-
spray spectrum of pure horse heart myoglobin obtained by flow injection in
50:50 acetonitrile: water (0.1% formic acid). The average molecular weight of
horse heart myoglobin is 16,954 Da, and the ions observed in the spectrum
correspond to myoglobin with a varying number of protons attached, the dis-
tribution of which is determined by a number of chemical and physical
parameters. The ion at 893 m/z, for example, corresponds to horse heart myo-
globin with 19 H+ attached as follows:

Figure 5 Multiple charging of a horse heart myoglobin sample analyzed by a
quadrupole MS instrument with electrospray ionization collected at (a) pH 6.0
and (b) pH 3.5.

Adjacent ions in the spectrum correspond to horse heart myoglobin at
different charge states (for example, 998 is charge state 17; 849 m/z is charge
state 20; and 808 is charge state 21). The charge state of an ion is defined as
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the number of charges an ion carries such that a singly charged ion has a
charge state of 1, a doubly charged ion has a charge state of 2, and so on.
With the multiple charging associated with electrospray ionization, a com-
mercial quadrupole mass spectrometer can determine the molecular weight of
a protein to within ±0.01%. This level of accuracy provides a clear advantage
over gel electrophoresis for molecular weight determinations.

One factor influencing the charge state of a multiply charged protein is
solution pH (see Fig. 5). As the pH of a solution increases, the availability of
free protons for ionization decreases, and a shift of the charge state distribu-
tion of a multiply charged protein is observed. Figure 5b shows a horse heart
myoglobin spectrum obtained at pH 3.5 from an acetonitrile: water solution
buffered with 0.1% formic acid. Note that the most abundant ion is 893 m/z,
corresponding to the 19th charge state. If the same sample is characterized at
pH 6.0 in an acetonitrile:water solution without acid (Fig. 5a), the charge state
distribution shifts because the potential for multiple charging is regulated by
the concentration of protons available for electrospray adduction, and the
16th charge state, observed as the 1061 m/z ion, becomes the most abundant.

Depending on the application, multiple charging can be either deleterious
or advantageous to the assay. The previous example describing the characteri-
zation of proteins illustrates an example where multiple charging is exploited.
For the quantitative determination of small pharmaceuticals, however, singly
charged ions are preferable not only for intuitive simplicity, but also because
multiple charging of the analyte will reduce the relative concentration of a given
charge state. Because quantitative mass spectrometry using tandem mass spec-
tral methods typically relies on selective detection of a single charge state, assay
detection limits could suffer as a result. Quantitation of a multiply charged ion
can also detract from assay linearity, or quantitative dynamic range. Charge state
is not only effected by the concentration of protons, but also by the analyte con-
centration itself, and when an equilibrium exists between multiple charge states,
ionization efficiency can decrease dramatically with increased analyte concen-
tration. The result is a quantitation curve that tends to flatten at higher concen-
tration if the multiply charged ion is monitored and raises if the singly charged
ion is monitored. This nonlinearity can be difficult to reproduce, causing poten-
tial problems with assay validation or reproducibility, and for this reason partic-
ular care is needed when analyzing compounds with multiple charge states.

One way to determine if an ion is multiply charged is to investigate the ion’s
isotope pattern. Each element has a natural abundance of isotopes, and for any
given charged molecule these isotopes are observed in a mass spectrum as mul-
tiple peaks, the distribution and intensity of which are dependent on the com-
bined relative abundance of each individual ion. Figure 6a shows the theoretical
isotope pattern for singly charged gramicidin-S (C

60
H

92
N

12
O

10
), a cyclic decapep-

tide. The first and largest peak corresponds to the singly charged ion, (M + H)1+,
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Figure 6 Theoretical isotope distributions of single- and double-charged gra-
macidin-S. (a) The theoretical distribution of the single-charged molecular ion
with nominal mass resolution. (b) The double-charged molecular ion with
nominal mass resolution. (c) Discrimination of the double-charged isotopes
is possible with higher instrument resolution.
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in which each atom in the ion is represented by the lightest isotope, thereby
generating the lowest possible molecular weight measurement for the com-
pound. For a singly charged ion, where z = 1, the observed difference
between the monoisotopic ion (m

m.o.
, all 12C atoms) and an ion with a single 13C

atom, m
m.o.+1

, is as follows:

∆m/z = (m
m.o.

– m
m.o.+1

)/1 = (1)/1 = 1. (9)

Therefore, in the case of a singly charged ion, the observed difference
in m/z between the monoisotopic weight and the next heavier isotope is one
m/z. If the charge state of the ion is 2, where z = 2, then the equation changes
as follows:

∆m/z = (m
m.o.

– m
m.o.+1

)/2 = (1)/2 = 0.5. (10)

When an ion carries two charges, therefore, the difference between the
monoisotopic m/z and the next heavier isotope becomes one-half m/z. This
causes the isotope distribution to compress together, creating a distinctive iso-
topic pat-tern indicative of charge state. An example of this is shown in
Figure 6b, which is the theoretical doubly charged gramicidin-S ion,
(M+2H)2+. If the resolution of the mass spectrometer were increased, it
would be possible to distinguish subsequent charge states (Fig. 6c).
Monitoring isotope patterns can be used empirically to determine the charge
state of any ion, but there are practical limitations on the resolving power of
mass spectrometers, severely limiting this technique as charge state increases.
However, for most small pharmaceutical candidates (<800 Da) this technique
is sufficient to determine charge states from one to three charges and should
be used as the primary indication of multiple charging.

Noncovalent Interactions. An additional characteristic of electrospray ioniza-
tion is its ability to monitor noncovalent interactions [31]. The ability of elec-
trospray ionization to maintain the noncovalent structure of a biomolecule in its
transition from the liquid to gas phase has provided a number of opportunities
to study molecular dynamics previously not amenable to mass spectrometry.

4.  Atmospheric Pressure Chemical Ionization

Atmospheric pressure chemical ionization, like electrospray ionization, is a mass
spectrometer ionization source in which ionization occurs not in a vacuum but at
atmospheric pressure. In contrast to electrospray ionization, in which the ioniza-
tion process occurs in solution phase, atmospheric pressure chemical ionization
is a gas-phase ionization process whereby gas-phase molecules are isolated from
the carrier solvent before ionization [6]. Because the ionization mechanisms of
APCI and electrospray are fundamentally different (gas-phase and liquid-phase
ionization, respectively) the two methods have the potential to provide compli-
mentary analyte characterization. To generalize, electrospray ionization is more
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applicable to high-molecular-weight compounds, as electrospray ionization re-
quires less heat and has the potential to produce multiply charged ions. Less
polar molecules, such as steroids, generally ionize better by APCI. However,
for the majority of pharmaceutical drug candidates, compounds with some
acidic or basic characteristics and with relatively low molecular weight, either
electrospray ionization or APCI is applicable. To a large extent empirical
investigation is required to determine which API ionization method is most
appropriate for a given compound or sample matrix environment [32]. It
should be noted that once gas-phase ions are generated, the process of intro-
ducing the ions into the mass spectrometer system via differential pumping,
and their subsequent separation and detection, are identical. Because ion sam-
pling into the mass spectrometer is independent of the API method, most
commercial API instruments are designed to handle both ionization tech-
niques with minor hardware switchover.

A generic APCI source consists of a capillary interface for liquid intro-
duction, a heated nebulization system, and a high-voltage corona discharge
needle (see Fig. 7). In contrast to electrospray ionization, where flow rates less
than 1 µL/min are possible, APCI requires comparably high liquid flow rates
from roughly 200 to 2000 µL/min. Although specific design specifications
differ among commercial instrument manufacturers, the APCI source capil-
lary is grounded and does not induce ionization. Nebulization of the effluent
is assisted by heated gas flow (typically nitrogen) generating gas-phase neutral
molecules of both the effluent and analyte as well as any solvent modifiers or
matrix impurities. Between the nebulization probe and the first vacuum ori-
fice is placed a metal needle, upon which is applied a ±2- to 5-kV DC voltage.
This static voltage generates a charged plasma from the ambient source
atmosphere and evaporated

Figure 7 Schematic of a generic atmospheric pressure chemical ionization source.
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solvent, and neutral molecules passing through this plasma are ionized
through chemical charge transfer similar to that of chemical ionization.

Because APCI is not as closely coupled to the solvent environment as
electrospray ionization, certain advantages of APCI over electrospray are
observed, particularly in applications involving relatively nonpolar analytes or
chromatographic effluent. Any effective API process requires some degree of
polarity in both the analyte and the carrier solvent, and to a large extent elec-
trospray ionization requires relatively more polar characteristic in the ioniza-
tion mechanism. Atmospheric pressure chemical ionization is, however, often
used in normal-phase chromatographic systems because solvents such as
hexane, chloroform, and methylene chloride are generally nonpolar and pH
neutral. In cases where normal-phase chromatography is used, addition of
alcohol at 5–10% relative volume is useful in adding some proton-donating
character to the solution. Likewise, for weakly polar analytes, such as steroids,
APCI is often the ionization source of choice, as improved ionization effi-
ciency is observed.

III.  MASS ANALYZERS: HOW IONS ARE SEPARATED

A.  Relationship Between Ionization Source and Mass Analyzer

The ionization source and mass analyzer of a mass spectrometer are inextri-
cably linked, for the mass analyzer requires a particle be charged in order to
separate it from other ions or neutral components. Any mass analyzer con-
tains some electric or magnetic field, or combination of the two, which is
capable of manipulating the trajectory of the ion in a vacuum chamber.
Integration of an ionization source and mass analyzer must maintain the
integrity of the vacuum, and the complexity of the engineering involved is
largely dependent on the ionization technique.

Table 1 lists a number of ionization sources which produce ions at
either atmospheric pressure or under vacuum conditions. For atmospheric
pressure ionization sources a suitable interface is required which allows a con-
trolled leak of ions into the vacuum region of the mass spectrometer. Vacuum
ionization techniques likewise require a controlled leak, or mechanical intro-
duction, of neutral molecules into the vacuum chamber, followed by ioniza-
tion.

An impressive diversity of mass analyzers are utilized in modem analyt-
ical instrumentation. An overview of the common mass spectrometer analyz-
ers follows, with particular emphasis on linear quadrupole mass analyzers,
quadrupole ion traps, and time-of-flight mass analyzers, as they arguably con-
stitute the quantitative MS workhorses of the pharmaceutical industry. The
description of alternate analyzer systems should provide a framework in
which the utility of these three particular systems provides the most cost-
effective analytical mass spectrometer systems for pharmaceutical analysis.
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where r is the radius of curvature, B is the magnetic field strength, and
V is the acceleration voltage of the ion source. By measuring the radius of
curvature for a given magnetic field strength and acceleration voltage (5–10
kV) it is possible to determine the m/z ratio of an ion.

A magnetic sector mass spectrometer measures the radius of curvature of
an ion in a magnetic field to determine its m/z ratio [4–8]. This can be accom-
plished by either simultaneously measuring the ion current for all m/z ions
with an array detector or by selectively detecting a single radius of curvature
using a point detector (see Sec. V). With an array detector, the magnetic field
strength and ion acceleration voltage can be held constant and the m/z deter-
mined by the r value for a given ion. When using a point detector, which cor-
responds to a central radius of curvature, either the acceleration voltage or the
magnetic field strength must be scanned to generate a mass spectrum.
Because the radius of curvature is a function of the energy of the ion, and
any ionization source imparts a distribution of energies into an ion, magnetic
sector instruments are often con-figured with an electrostatic filter. The elec-
trostatic filter reduces the kinetic energy distribution of the ions, improving
mass resolution and precision.

Magnetic sector mass analyzers are high-performance instruments, pro-
viding exceptional mass resolution and tandem mass spectrometry capabili-
ties. Their relatively high cost compared to quadrupole mass filters and
quadrupole ions traps have made them less desirable for many routine analyt-
ical applications. This increase in cost is due to the magnets and vacuum
pumping requirements of magnetic sector instruments, which require lower
operating pressures to 1007 Torr compared to quadrupole mass filters, which
can function at 10-5-10-4 Torr. Because magnetic sector instruments rely on rel-
atively high acceleration voltages for ion extraction, however, high-energy col-
lisions can be studied, and where both resolution and MS/MS capabilities are
required, they provide a viable alternative.

C. Quadrupole Mass Analyzers

Quadrupole mass analyzers have developed into the analytical workhorses of
today’s pharmaceutical research and coupled with liquid chromatography they
have essentially replaced LC/UV for routine quantitative and qualitative

B. Magnetic Sector Mass Analyzers

A charged particle passing through a magnetic field assumes a radius of cur-
vature, normal to the magnetic field, which is a function of the magnetic field
strength and the mass, charge, and kinetic energy of the charged particle. The
equation which characterizes the radius of curvature as a function of the m/z
ratio is given by the following:
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bioanalysis. The inherent selectivity of this mass spectrometric method pro-
vides a powerful tool for quantitative bioanalysis, particularly when a tandem
mass spectrometer configuration is employed.

Quadrupole mass analyzers, sometimes called quadrupole mass filters,
consist of two pairs of electrically conducting rods or electrodes, onto which
have been applied a concurrent radio frequency (RF) and direct current (DC)
voltage (see Fig. 8) [4–8,33,34]. Quadrupole mass analyzers consist of four
conducting metal rods, composed of molybdenum or a gold-plated ceramic,
and individual rods can have a diameter of 1 cm and can be up to 30 cm long.
Opposing quadrupole rod pairs are connected electrically such that they carry
the identical RF/DC ratio, resulting in only two independent RF/DC voltages
being applied to the quadrupole rod set at any time. For a given RF/DC volt-
age ratio on the quadrupole mass filter, only ions within a selected
mass/charge ratio have a stable trajectory as they pass from one end of the
quadrupole rod set to the other. The physics governing quadruple mass filters
are described by the Mathieu equations [34,47]. Ions are given their initial
incentive for a translational shift from one end of the quadrupole to the other
through supplemental DC voltage offsets.

One reason for the broad applicability of quadrupole mass spectrometers
in analytical applications is their ability to provide either selective ion detection or

Figure 8 Schematic of a quadrupole mass filter. (Modified from Ref. 3.)
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mass spectrum generation. If the RF/DC is held constant, only a narrow m/z
range will traverse the quadrupole, and in this configuration the quadrupole
mass spectrometer acts as a mass filter. The resolution of this stable mass
range can be modified, but in general a quadrupole mass filter is configured
to provide selectivity to discriminate against ions differing by more than one
m/z unit. It is this configuration that is exploited for quantitation because
selective detection of a single m/z ion is possible in the presence of a milieu
of ions. Selective ion detection is sometimes called single-ion recording (SIR)
or selected-ion monitoring (SIM). Quadrupole mass analyzers can also gener-
ate mass spectral data (called a full-scan spectrum) in which a finite m/z range
is plotted as a function of ion intensity. By applying an RF/DC voltage gra-
dient to the quadrupole rod set, cycling once per second for example, a mass
spectrum can be created. In order to create an RF/DC voltage gradient, either
the frequency or the peak-to-peak voltage of the RF voltage must be varied,
and following a complete m/z scan, the RF/DC voltage must reset back to the
start point before initiating a subsequent scan. Because a quadrupole mass
spectrometer must scan to create a spectrum, the speed at which it can gen-
erate spectra is limited by a number of factors, including the mass/charge
range, the speed and stability of the system electronics and power supplies,
and the time necessary to reset the RF/DC voltage for the next scan (some-
times called the interscan delay). The mass range of the instrument is limited by
the quadrupole rod dimensions and the RF/DC power supply voltage.
Commercially available quadrupole mass spectrometers typically have upper
limits of 1500–4500 m/z, with cost proportional to performance.

Quadrupole mass spectrometers configured in tandem, commonly called
triple-quadrupole mass spectrometers, increase the capabilities of the instrumentation
exponentially. An analytical mass spectrometer with a single-quadrupole mass
analyzer is capable of either SIM detection or full-scan acquisition. By adding an
additional quadrupole mass analyzer in tandem, coupling the two analyzers with
a gas reaction cell (collision cell), at least four additional analytical experiments can
be conducted. Table 3 outlines these experiments and summarizes their capabil-
ities. The collision cell may not be a true quadrupole configuration; rather it may
have a hexapole or octopole configuration, and it does not provide mass dis-
crimination, rather ion collision and focusing, hence, the triple quadrupole gets
its name from its quadrupole analyze–collision cell–quadrupole analyzer configuration.

It is useful to remember that a triple-quadrupole mass spectrometer can
be configured to perform any single-quadrupole experiment (namely full-scan
and SIM acquisition), but the remaining experiments (product ion scanning,
precursor ion scanning, neutral loss/gain, and multiple reaction monitoring)
require a tandem mass spectrometer configuration. Mass spectrometers or
experiments that only employ a single mass analyzer are sometimes called sin-
gle stage, as opposed to tandem configurations, which have more than one
mass analyzer.

Copyright © 2002 Marcel Dekker, Inc.



50
F

ou
n

tain
Table 3 Single-Stage and Tandem MS Experiments of the Quadrupole Mass Analyzer Summarizing the Qualitative and Quantitative
Applications of Each Configuration

Quadrupole 1 Quadrupole 2 Collision System
MS experiment configuration configuration cell Application requirements
Full scan spectrum Scanning analyzer N/A Not required Qualitative analysis: Nonse- Single- or triple-

lective detection. Mass quadruole
spectrum obtained.

SIR Selective mass N/A Not required Quantitative analysis: Im- Single- or triple-
filter proved detection limit quadrupole

for a target ion. No mass
spectrum obtained.

Product (daughter) Selective mass Scanning analyzer Yes Qualitative analysis: Selec- Triple-quadrupole
ion scan filter tive fragmentartion and only

detection of an isolated
ion

Precursor (parent) Scanning analyzer Selective mass Yes Qualitative analysis: Deter- Triple-quadrupole
ion scan filter mine possible precursor only

ions of a given ion frag
ment

Neutral loss Scanning analyzer Scanning analyzer Yes Qualitative analysis: Deter- Triple-quadrupole
(linked MS/MS (Q1/Q3 linked) (Q1/Q3 linked) mine neutral molecules only
scanning) lost following ion frag-

mentation.
Multiple reaction Selective mass Selective mass Yes Quantitative analysis: Selec- Triple-quadrupole

monitoring filter filter tive detection of target only
(MRM) ions. Optimum ion detec-

tion mode. No mass spec-
trum obtained.

Note: The triple-quadrupole mass spectrometer can be configured for single-stage operation.
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1.  Full-Scan Spectra

The single-stage full-scan experiment is the fundamental qualitative configu-
ration of the quadrupole mass spectrometer (see Fig. 9). Full-scan spectra
(sometimes called an MS1 or Q1 scan) are obtained by scanning the RF/DC
voltages on the quadrupole mass filter such that the stable m/z ion trajectory
sequentially changes from low to high m/z (for example, one m/z scan per
second would be typical). This allows ions of different m/z (represented by
triangles, squares, and circles) to be sequentially detected (see Fig. 9a). A mass
spectrum is generated in which ion intensity is plotted as a function of the
range of m/z ions (see Fig. 9b).

Full-scan spectra can be obtained on either single-stage or tandem quadru-
pole systems (in the latter configuration, the collision cell is evacuated and one
quadrupole scans the RF/DC voltage while the other operates in an RF-only mode
to provide uninhibited ion transmission). Because a quadrupole mass analyzer
generates a mass spectrum by scanning the RF/DC voltage, the m/z range has a
stable trajectory which is transient such that only a small percentage of the total
ions produced in the ionization source are detected at any given moment. As an

Figure 9 Full-scan acquisition mode of the quadrupole mass filter.
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example, assume that the resolution of a particular quadrupole is 1 mlz unit,
and the instrument is scanning from 100 to 2000 mlz. At any given moment
only 1 of 1900 mlz windows has a stable trajectory and is detected. Under
these instrument conditions the mlz window transmitted through the mass fil-
ter relative to the total mlz window of interest can be roughly estimated to be
(1/1900) X 100 = 0.05%. The ratio of ions transmitted relative to the total
window of ions is called the duty cycle and is a measure of an instrument’s
transmission efficiency. This simple example illustrates two things. First, the
quadrupole mass filter is relatively inefficient at detecting ions in full-scan
mode. Second, the detection limit of a quadrupole analyzer in full-scan mode
is a function of the mlz range scanned (as the mlz range is increased, sensitiv-
ity tends to decrease for a given mlz ion). It is therefore prudent when acquir-
ing full-scan spectra that the mlz window be minimized to allow improved
detection limits. Duty-cycle limitations can be addressed with time-of-flight
and quadrupole ion trap mass spectrometers; however, current time-of-flight
technology is not capable of efficient ion selection, while quadrupole ion
traps do not provide quantitative performance comparable to that from triple-
quadrupole instruments. For these reasons quadrupole mass analyzers are still
the first-tier MS technology for quantitation.

2.  Single-Ion Recording or Selected-Ion Monitoring

Just as the full-scan experiment is the simplest qualitative experiment of the
quadrupole mass analyzer, single-ion recording, or selected-ion monitoring, is its fun-
damental quantitative configuration. In this configuration, a single-stage
quadrupole is used as a static mass filter, allowing only a selected mlz window
to pass through to the detector (see Fig. 10a). By setting the quadrupole to
pass only ions of interest, a selective ion detection system is created. This
reduces chemical noise and provides a time–response curve for a given ion
rather than a mass spectrum (see Fig. 10b), and for this reason the LC/SIM
experiment can be thought of as the mass spectral analog of LC/UV detec-
tion. Mass spectral sensitivity and selectivity still suffer from limitations from
ion source mechanics such as ion suppression and relative response to ion-
ization. Interference with other ions that have the same nominal mlz ratio as
the analyte of interest is also possible, but in general LC/SIM provides
improved selectivity relative to LC/ UV detection.

The tandem mass spectrometry analog to the SIM experiment, called mul-
tiple-reaction monitoring (MRM), provides additional selectivity and is the con-
figuration of choice for quantitative bioanalytical methodology. The MRM exper-
iment requires more financial capital to initiate, as tandem mass spectrometers are
clearly more expensive than their single-stage counterparts and require more
operational expertise in general, so for these reasons the SIM experiment is still
widely used as a primary quantitative tool. Note that tandem mass spectrometry
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systems can be configured for SIM acquisition by simply configuring either
the first or second quadrupole mass analyzer as a bandpass filter, deactivating
the collision cell, and using the remaining quadrupole as a discriminating mass
filter. Because of the almost universal improvement in selectivity with MRM,
SIM is used on tandem MS systems only in rare cases, such as the inability to
produce sufficient product ion fragmentation in the collision cell to allow an
MRM transition to be monitored.

3.  Product (or Daughter) Ion Scanning

The two quadrupole mass analyzer configurations discussed above (full-scan and
SIM) are amenable to either single- or multiple-stage mass spectrometers. With
discussion of product ion scanning we begin the investigation of MS/MS tech-
nology and its applications. In the product ion scanning configuration, the first
quadrupole (Q1) acts as a mass filter to selectively isolate a single mass/charge ion
from the ion source. The selected ions are sent to the collision cell, ion fragmen-
tation is induced, and the fragment ions are focused into the second quadrupole

Figure 10  Single-ion recording (SIR) mode of the quadrupole mass filter.
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mass analyzer (see Fig. 11). The second analyzer (Q3) operates in scanning
mode, producing a mass spectrum of the fragments. It is therefore possible
to generate a mass spectrum of a single compound from a complex mixture
free of background interference without chromatographic separation, so long
as no compounds in the mixture have the same molecular weight. This is the
impetus of tandem mass spectrometry. In cases where a single-stage quadru-
pole mass filter is used, coeluting peaks in a chromatographic separation pro-
duce ambiguous full-scan spectra, as it is difficult to assign fragment ions to a
particular precursor ion. With tandem mass spectrometry, discrete isolation
and correct assignment of fragmentation spectra for each analyte precursor
ion is possible, even for coeluting peaks (again assuming that the ions have a
different mass/charge). This significantly reduces the benchmark for “suffi-
cient” chromatographic separation, speeding analytical method development
and shortening chromatographic run times.

Product ion scanning has applications in qualitative analysis when
unambiguous determination of the fragmentation pattern of an ion is
required. Product ion scanning is also an efficient way to determine specific
ion fragmentation pathways, or ion transitions, of a given compound when
optimizing quantitative MRM experimentation.

Figure 11 Product ion scanning mode of the triple-quadrupole mass spec-
trometer.
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4.  Single- and Multiple-Reaction Monitoring

Multiple-reaction monitoring, as implemented on triple-quadrupole mass
spectrometers, is currently the preferred technique for quantitative mass
spectrometry [35]. In simple terms, this technique can be considered a back-
to-back SIR experiment in which a precursor ion is selectively filtered by the
first quadrupole and fragmented in the collision cell, and a unique fragment
ion, possibly a structural fingerprint, is selectively filtered by the second
quadrupole (see Fig. 12). Multiple reaction monitoring provides minimal
qualitative information, but it is an excellent technique for quantitative bio-
analytical applications. If only a single ion transition is monitored by the
triple-quadrupole MS system, this is sometimes described as a single-reaction
monitoring (SRM) experiment. However, the power supplies, electronics, and
software of commercially available quadrupole MS/ MS systems allow mul-
tiple mass transitions to be monitored sequentially and on a chromatograph-
ic time scale. When multiple ion transitions (multiple-product precursor sets)
are monitored simultaneously, the experimental configuration is defined as
multiple-reaction monitoring. This semantic distinction between SRM

Figure 12  Multiple-reaction monitoring (MRM) mode of the triple-quadru-
pole mass spectrometer.
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and MRM is not always made, and it is common that the term MRM is used
to define a reaction monitoring experiment with either one or multiple ion
transitions.

Figure 13 shows a sensitivity and selectivity comparison between a num-
ber of quadrupole MS and MS/MS techniques. Each of the chromatograms
in Fig. 13 is from a 1000-ng/mL standard of the amino acid gabapentin in
artificial cerebral spinal fluid. Figure 13a shows the full-scan total ion chro-
matogram (TIC) of gabapentin [monoisotopic MW = 171; positive ion elec-
trospray molecular ion (M + H)1+ = 172 m/z]. A total ion chromatogram is a
plot of the sum total of mass spectral ion signal as a function of time. In this
example, the scan range was from 20 to 300 m/z. With a TIC plot, the ion sig-
nal from a specific analyte, in this case gabapentin, is typically reduced by
background chemical noise. The chromatographic retention time for
gabapentin is approximately 0.95 min, and the inherent background of the
total ion chromatogram severely limits detection of the gabapentin chro-
matographic peak. If only the molecular ion of gabapentin is plotted over
time, a marked improvement in S/N is observed (see Fig. 13b). This type of
chromatogram showing a single ion plotted over time and extracted from a set
of full scan data is often called an extracted mass chromatogram. Fig. 14a shows
the full-scan mass spectrum, averaged across the peak, obtained from the
extracted mass chromatogram. Note the large number of background ions
that interfere with detection of the gabapentin molecular ion. An extracted
mass chromatogram does not effect spectral data, but is simply a display
option of the total ion chromatogram.

Figure 13c shows a product ion chromatogram of the gabapentin sample
generated by setting the first quadrupole (Q1) to pass only 172 m/z (the molec-
ular ion of gabapentin), followed by fragmentation of the parent ion in the col-
lision cell and scanning of the fragments by the third quadrupole (Q3). Figure
14b shows the corresponding product (daughter) ion scan of gabapentin.
Notice that the chemical background observed in the Q1 spectrum has been
eliminated. Once the gabapentin molecular ion has been isolated (Fig. 14b), the
collision cell energy can be increased to induce fragmentation. Figures 14c and
14d show medium and high collision cell energy respectively (relative to Fig.
14b) and subsequent generation of product (daughter) ions.

If the same sample is characterized by SIM, a clear improvement in
selectivity and sensitivity is observed (see Fig. 13d). All spectral information
on the peak is sacrificed as the instrument is configured to monitor only a sin-
gle m/z window. Additional selectivity is obtained by monitoring an MRM
transition, in this case on a triple quadrupole mass spectrometer (see Fig. 13e).
The precursor ion of gabapentin, (M + H)1+ 172 m/z, is selected in Q1 and
fragmented in the collision cell, and the product ion, (M + H)1+ 154 m/z, is
monitored by Q3. This technique provides the highest combination of selec-
tivity and signal to noise (S/N) with the sacrifice of qualitative information.
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Figure 13 Comparative example of chromatograms obtained from the API
analysis of gabapentin from artificial cerebrospinal fluid, (a) Total ion chro-
matogram from a full scan acquisition; (b) extracted mass chromatogram
from a full scan acquisition; (c) daughter ion chromatogram; (d) single-ion
monitoring (SIM) chromatogram; and (e) a multiple-reaction monitoring
(MRM) chromatogram. (Data courtesy of Ms. Xiaochun Lou.)
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Figure 14 Full-scan and daughter ion scan of gabapentin (172 m/z). (a) Full-
scan spectra of gabapentin with API background ions and product ion scan
of gabapentin at (b) low, (c) medium, and (d) high collision cell voltage. (Data
courtesy of Ms. Xiaochun Lou.)
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Collision Cell Cross Talk. The selectivity of the MRM experiment is not
universal and a number of experimental processes can provide misleading
information. One potential source of error in the MRM experiment is
through collision cell cross talk, which can occur when multiple MRM transi-
tions are being monitored in an MRM experiment. Cross talk is observed
when the collision cell still holds fragment ions from the previous MRM chan-
nel, and in cases where two analyte ions have similar fragmentation patterns,
the holdover ions from the cell contribute to the signal associated with the fol-
lowing ion. Where chromatographic separation does not exist between com-
pounds that have a potential for cross talk, quantitation errors are likely, as dis-
crimination between the compounds is not possible. Examples of collision
cell cross talk are given in Chapter 5.

To minimize the potential for collision-cell cross talk, it is prudent to
find product ions of a given compound that are unique to its structure. A
practical example would be that when using stable label isotopes as internal
standards, use a product ion which contains the stable label moiety in order to
insure distinct product ion masses for the analyte and internal standard.
Where it is not possible to find unique MRM product ions for components,
it may be necessary to increase the time delay between monitored ion transi-
tions (sometimes called the interchannel delay) to allow the collision cell to
reequilibrate and empty itself of the prior ion load. For example, if two ion
transitions are monitored in an MRM experiment, and both monitor the iden-
tical product mlz ion, the interchannel delay may need to be increased from
100 to 300 msec. This additional time allows the instrument to clear the collision
cell of holdover ions. Another option to minimize cross talk is to insert addi-
tional “dummy” MRM channels that monitor a different product ion mlz into the
instrument acquisition method, allowing the collision cell to reequilibrate.

In-Source Fragmentation. Another potential source of quantitation error
with MRM methodology is through in-source fragmentation. Discussions up
to this point have assumed that isolation of a given precursor ion through Q1
is consistent with its original mass/charge upon ionization. This assumption
is not always valid, and in cases where conjugation or adduction of a precur-
sor compound is observed, in-source fragmentation is possible. This effect
can occur when a metabolic conjugate is ionized in the API source. In-source
fragmentation occurs when a labile group cleaves off within the ionization
source as a neutral and the precursor chemical structure is regenerated, pro-
ducing an MRM transition indistinguishable from the nonconjugated precur-
sor ion.

A textbook example of in-source fragmentation is shown in Figure 15, in
which a sugar conjugate of a parent compound produces a detectable ion signal in
the parent ion MRM channel. These chromatograms were obtained from an MRM
experiment in which a solution containing both guanine (Fig. 15b; molecular

Copyright © 2002 Marcel Dekker, Inc.



60 Fountain

weight =151 Da; MRM ion transition = 152 to 135 mlz) and guanosine
(Fig. 15a; molecular weight = 283 Da; MRM ion transition = 284 to 152
mlz) were simultaneously characterized by LC/MS/MS. When ionized in
the API source, the labile nature of the sugar moiety of guanosine
results in its cleavage and loss as a neutral species. This process is not
100% efficient such that both the conjugated compound (guanosine) and
parent compound (guanine) exist simultaneously prior to separation by
Q1. Guanosine is selected by the appropriate MRM channel (284 to 152
mlz) and is unambiguously detected. The fragmented guanosine, howev-
er, is detected by the guanine MRM channel (152 to 135 mlz). The result
is an additional chromatographic peak in the guanine MRM channel at

Figure 15 Example of in-source fragmentation observed in a MRM experi-
ment in which concurrent analysis of guanine and guanosine is required, (a)
MRM chromatogram of a guanosine MRM channel, (b) MRM chromatogram
of a guanine channel.
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4.4 min. If sufficient chromatographic separation between guanosine and
guanine exists, in-source fragmentation produces little more than an incon-
venience. If chromatographic separation of conjugates from a parent com-
pound is not possible, the experimentalist must be aware of the possibility of
in-source fragmentation contributing to the integrated area counts of the par-
ent ion peak. This is particularly acute in high-throughput chromatography,
especially in discovery research, where characterization of chromatographic
separations is typically not comprehensive.

Dwell Time. When operating a quadrupole mass analyzer in full-scan
mode, the RF/DC voltage scans between two extremes, thereby generating a
transient window of mlz stability that ultimately generates a mass spectrum.
The rate at which the RF/DC voltage scans determines the rate at which spec-
tra are obtained. If a quadrupole mass analyzer is configured to scan 100–500
mlz once per second and a chromatographic peak elutes in 15 sec, a total of
15 full-scan spectra are obtained that characterize that peak (as measured
baseline to baseline). If the same quadrupole mass analyzer is configured for
selective ion detection, whether single-ion monitoring or multiple-reaction
monitoring, the RF/DC voltage is set to a constant ratio and scanning is not
required. To produce discrete data points across the chromatographic peak, a
setting analogous to scan time is required. For SIM and MRM experiments,
the discrete collection time per data point is called the dwell time and is simply
the length of time in which each discrete mlz ion signal is integrated or the
time interval before another point is collected. Increasing the dwell time will
improve detector ion-counting statistics by averaging signal for a longer time
period, but will result in fewer data points taken per chromatographic peak.
Likewise, as the dwell time is decreased, the chromatographic sampling rate
will increase. A common rule of thumb is to balance dwell time such that at
least 20 data points are collected for any chromatographic peak. This will
make any error attributed to finite chromatographic sampling negligible.
Depending on the number of mlz transitions being monitored, typical dwell
time settings range from 0.05 to 0.30 sec. For studies in which a few (≤3) ana-
lytes are monitored dwell time is typically not a limitation and a sufficient
number of data points can be taken for each chromatographic peak.
Limitations do occur, however, in cassette dosing experiments (Chap. 10)
where the number of mlz transitions monitored can increase significantly (≥8).
As the number of ions monitored increases, the dwell time for each mlz transi-
tion must be decreased in order to provide sufficient chromatographic peak
characterization. However, as dwell time decreases, the integration time for any
given ion decreases as well, and this limitation in detector ion-counting statistics
will decrease the sensitivity for all ion channels.

Figure 16 shows an example of dwell time on sensitivity and chromato-
graphic response. Each chromatogram represents a single-channel MRM acquisi-
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Figure 16  Effect of MRM dwell time on chromatographic signal-to-noise
ratio. Phenyl-butazone MRM chromatogram with dwell times of (a) 50 msec,
(b) 250 msec, and (c) 750 msec.
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tion of a phenylbutazone solution in mobile phase and analyzed by
LC/MS/MS. In the first chromatogram (Fig. 16a), the dwell time for MRM
acquisition is 50 msec and the baseline-to-baseline phenylbutazone chro-
matographic peak (10-sec peak width) is characterized by approximately 140
individual data points. As the dwell time is increased by a factor of 5 to 250
msec (Fig. 16b), the relative noise of the chromatogram diminishes signifi-
cantly because the ion-counting statistics for each data point are improved.
This comes at the cost of fewer data points defining the chromatographic
peak, which in this case is now approximately 40. In the final example (Fig.
16c), the dwell time has been increased to 750 msec. Baseline noise and chro-
matographic characterization are reduced further and the chromatographic
peak is still adequately sampled, with 15 data points over 10 sec. Appropriate
dwell time settings balance the improvement of signal-to-noise ratio with suf-
ficient chromatographic sampling to characterize the chromatographic peaks.
The latter becomes especially important in multicomponent MRM analysis,
such as used for cassette dosing, because the instrument must monitor more
than one ion transition.

5.  Precursor (or Parent) Ion Scanning

All MS/MS techniques rely on the fragmentation of a parent ion in the mass
spectrometer. How this process is exploited determines the exact MS/MS
method employed. For any mass spectrometric method to analyze and detect
an atomic or molecular species, it must be charged and therefore manipulat-
ed under the influence of electromagnetic potential. Assuming that an ion
only has one charge, upon fragmentation in the collision cell both a neutral
fragment and an ion of lower mlz will be generated.

For qualitative analysis in which the experimentalist is interested in
product ion fragmentation, design of the MS/MS experiment requires some
consideration as to whether it is the product ion or the neutral fragment that
is of interest. In this way, precursor ion scanning and neutral loss scanning (discussed
below) are related, as the former provides information from the perspec-
tive of the fragment ion and the latter from the neutral, or uncharged,
fragment. For example, given four compounds (AW, AX, AY, and AZ) of
differing molecular weights, each of which has a common structural moi-
ety (A), it is possible that upon fragmentation the charge will remain with
either the shared structural moiety, A, or with the remainder of the mole-
cule, -W, -X, -Y, or -Z respectively (see Table 4). For discussion let us
assume that an experimentalist is interested in developing an assay which
investigates a series of compounds for a particular functional group, A.
For the situation summarized in column I of Table 4, upon ionization and
fragmentation of a precursor ion, the charge remains with the functional
group of interest, namely A. Therefore, by configuring Q3 of the triple-
quadrupole MS system as a static mass filter for ion A+, only precursor ions

Copyright © 2002 Marcel Dekker, Inc.



64 Fountain

Table 4 Possible Fragmentation Pathways of a Theoretical Homologous Series of

Four Compounds.

I. Common product ion formed from II. Unique product ion formed from
each compound each compound

Precursor ion Product ion Neutral Precursor ion Product ion Neutral
AW+ A+ W AW+ W+ A
AX+ A+ X AX+ X+ A
AY+ A+ Y AY+ Y+ A
AZ+ A+ Z AZ+ Z+ A
Note: Homology is represented by the common chemical moiety “A.” In case I, frag-
mentation of the homologous series produces an identical product ion, A+, requiring a
precursor ion scan to distinguish the series. In case II, fragmentation produces a
unique product ion for each compound. Neutral loss scanning (linked by the mass of
A) will provide discrimination of the series.

which produce A+ upon fragmentation in the collision cell will be detected. By
scanning Q1 through a given mlz range, it is therefore possible to qualitative-
ly determine what precursor ions (e.g., AW+, AX+, AY+, and AZ+) in a mixture
contain A as a common functional group. This technique, called product ion
scanning, could be useful, for example, in determining which components in
a mixture have a common ionic moiety, as could be the case with a drug and
related substances in a bulk drug sample.

6.  Neutral Loss/Gain Scanning

The other possibility assumes that upon fragmentation the functional group
of interest, A, is lost as a neutral molecule. As the molecular weights of W, X,
Y, and Z are unknown, another approach, called a neutral loss scan, is
required. During a neutral loss scan, both Q1 and Q3 of the mass spectrom-
eter act as scanning mass analyzers. The quadrupole analyzers are linked and
offset by the molecular weight of molecule A. For example, as Q1 is scanning
500 mlz, Q3 is scanning (500 – A) mlz, and as Q1 is scanning 501 mlz, Q3 is
scanning (501 – A) mlz, and so forth. As a result, only precursor ions that frag-
ment to lose a neutral species of mass A are detected. Neutral loss scanning
is useful when investigating a complex mixture for compounds that are struc-
turally similar and have the potential to lose a common neutral, such a CO

2
or

NO
2
. Neutral gain scanning works on the same principle, but is applicable in

situations where adduction of neutral species is being investigated.
The precursor ion scan and neutral loss scan provide the same qualitative

information on the structure of an ion, with specific applicability determined by
the characteristic of ion fragmentation or, more specifically, depending on what
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part of the ion retains the charge after fragmentation. If the fragment of
interest retains the charge in the collision cell, parent ion scanning is the
appropriate method for characterization. If a neutral fragment of interest is
generated in the collision cell, the linked-scan neutral loss experiment will pro-
vide a tandem mass spectrometric method for characterization.

D.  Ion Cyclotron Resonance and Fourier Transform
Mass Analyzers

From first principles of physics it is known that the motion of a charged par-
ticle can be manipulated as it travels through a magnetic field. This concept
was introduced above in the section discussing magnetic sector mass analyz-
ers. Another class of mass spectrometer, referred to as ion cyclotron resonance
(ICR), takes advantage of this principal not only to manipulate the motion of
the ion through a transient trajectory, but to trap it for an extended period.
This creates a time-dependent mass spectrometric method (analogous to the
quadrupole ion trap described below). In both quadrupole ion traps and ion
cyclotron resonance mass analyzers, ion storage provides the conduit for mlz
analysis and tandem mass spectrometric capabilities. Fourier transform mass
spectrometry (FTMS) can be thought of as a subtype of ICR mass spec-
trometer and is a mathematical transform approach for ICR data analysis.

Ion cyclotron resonance mass spectrometers determine the mlz ratio of
an ion from the rotational frequency of the ion within the magnetic field
[36–38]. The relationship between an ion’s mlz ratio and it rotational frequen-
cy is given by the following:

where B is the strength of the magnetic field andf
c

is the frequency of the
trapped ion. Therefore, by determining the frequency of the ion and know-
ing the magnetic field strength of the instrument, it is possible to determine
the mass of a trapped ion.

To determine thef
c

of an ion trapped in an ICR instrument requires
application of a resonant frequency to the system. If we consider the ICR
mass analyzer to be an evacuated box, the sides of which can independent-
ly conduct an electrical current, the box becomes a magnetic field and ions
of various mlz ratios can be stored in it using a distinct rotational frequen-
cy for each. By applying a variable frequency to the ion storage compart-
ment that is resonant withf

c
, the radius of a given window of ions can be

made to increase as the ions absorb the resonant energy. The measured
decrease in energy of the resonant frequency relates to an energy
absorption of the ion and can be used to determine f

c
. Alternatively, the
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intensity of the resonant waveform can be increased such that it causes ejec-
tion, and detection, of the ion from the ICR cell.

Fourier transform mass spectrometry is a more sophisticated method of
determining thef

c
values of ions trapped in a magnetic field and can be con-

sidered an alternative approach to the ICR methodologies described above
[37,38]. Considering the same trapping compartment and magnetic field, as a
trapped ion approaches the sides of the compartment it produces a measura-
ble current through induction. If a broadband frequency pulse is applied to
the compartment (through the range of the trapped ions’ resonant f

c
fre-

quencies) the trajectories of all the ions in the cell can be made to approach
the compartment walls. Each mlz ion then induces an electrical impulse, called
an image current, at the cell wall which is a function of its f

c
value. This image

current, which is a time-domain function, is measured as it is allowed to decay
following application of the broadband frequency and is then converted to
the frequency domain through a Fourier transform process. Once the fre-
quency-domain picture of the cell is produced, the mlz of the trapped ions
can be determined based on the fundamental relationship described in Eq.
(12).

A distinct advantage of ICR and Fourier transform mass spectrometry
is the superior mass resolution obtained by these instruments [39–40].
Distinction of nominally isobaric compounds (e.g., having the same mass to
within 0.1 Da) is possible using ICR and Fourier transform mass spectrome-
try. Magnetic trapping instruments also provide excellent sensitivity and the
potential for extended ion trapping and isolation. This latter characteristic has
found FTMS applications for a number of fundamental quantitative and gas-
phase ion reactions [41,42]. Because Fourier transform methodology relies on
unimolecular ion decay to accurately characterize the image current, these sys-
tems require exceptionally high vacuums. Coupled with hardware require-
ments, such as magnet technology, FTMS instrumentation is relatively expen-
sive and typically requires expert technical support for operation and analyti-
cal applications. For these reasons, FTMS is not as widely used as quadrupole
ion trap instrumentation.

E.  Quadrupole Ion Trap Mass Analyzers

Quadrupole ion trap mass analyzers merge the trapping characteristics of the
ICR with the physical principles of the linear quadrupole mass analyzer.
Quadrupole ion traps produce time-dependent spectra with excellent sensitivity and
tandem mass spectrometry capabilities, but unlike the ICR they provide these ion
trapping characteristics with physically smaller and considerably less expensive
instrumentation, giving them a reputation as a powerful and accessible tool for
both qualitative and quantitative mass spectrometry [43–47]. The capability of
quadrupole ion traps to be configured with either internal and external ionization
sources has expanded their utility for modern analytical applications [48–52].
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Quadrupole ion traps consists of three electrodes: a single donut-
shaped electrode (called the ring electrode) and two disklike electrodes (called
endcap electrodes), each of which has a hyperbolic cross section. The quadrupole
ion trap is constructed such that the endcap electrodes, with the ring electrode
between, are brought to within approximately 2.5 mm of one another and act
as “caps” to the ring electrode (see Fig. 17). This provides the mechanical
boundaries for a potential well that is capable of storing a finite amount of
ions. To create the potential well, an RF voltage of approximately 1 MHz and
≤15,000 V

pp
is applied to the ring electrode while the endcap electrodes are

grounded and a buffer gas, typically helium, is added at approximately 10-3

Torr [53]. The RF voltage alternately accelerates and decelerates ions within
the trapping volume, and depending on the frequency and voltage of the trap-
ping potential, a range of m/z ions is stored. The buffer gas acts to thermo-
dynamically cool the ions, increasing mass spectral resolution and improving
trapping efficiency. Each m/z ion has its own characteristic trapping frequen-
cy, called the secular frequency, which describes its macroscopic motion within
the ion trap. Ions whose secular frequency is not compatible with a particular
RF trapping voltage are destabilized and are not stored.

1.  Operational Modes of the Quadrupole Ion Trap

A number of operation modes have been developed for the quadrupole ion trap
that provide the foundation for its use as a mass spectrometer. These would include

Figure 17 Schematic of a quadrupole ion trap mass spectrometer (QUIS-
TOR).
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the ability to detect trapped ions in a systematic fashion (for instance, to col-
lect a mass spectrum) and to isolate and fragment ions within the trap (for
tandem MS operation).

Mass-Selective and Resonant Ejection. In principle, either the frequency or peak-
to-peak voltage (V

pp
) of the RF trapping potential, or a combination of the two,

could be used to define the m/z stability range of the quadrupole ion trap. In most
system configurations, however, the RF frequency remains constant such that a
given m/z stability window is defined by V

pp
. A variable V

pp
defines not only the ini-

tial m/z storage range but can also sequentially eject ions from the trap based on
their m/z ratio, thereby producing a means of generating a mass spectrum. A sys-
tematic increase in the RF trapping voltage to induce controlled ion ejection is called
mass-selective ejection. Ions are commonly ejected through a hole in one of the endcap
electrodes and are detected with an electron multiplier or ion detector. Early quadru-
pole ion trap designs that relied on mass-selective ejection were relatively m/z-limit-
ed (≤650 m/z). By adding a supplementary RF voltage to the endcap electrodes
coincident with the secular frequency of an ejected ion, it is possible to extend the
m/z range of the quadrupole ion trap as the trapped ions can be ejected with a lower
RF V

pp
. This mode of operation is called resonant ejection and is largely responsi-

ble for the mass-range extension of the quadrupole ion trap (≥10,000 m/z) [54].

Mass-Selective Stability and Resonant Excitation. A defining characteristic of
the quadrupole ion trap is its ability to provide multistep tandem mass spec-
trometry. As with any tandem mass spectrometry application, a precursor ion
must first be isolated, followed by ion fragmentation and detection. One
method for ion isolation in a quadrupole ion trap is mass-selective stability.
Compared to mass-selective ejection and resonant ejection, in which the trap-
ping potential is defined only by an RF voltage, mass-selective stability
requires the concurrent application of a DC voltage component to the ring
electrode. This produces a narrow m/z stability window within the ion trap
(for example, ≤1 m/z), which is analogous to the linear quadrupole mass fil-
ter. With mass-selective stability a precursor ion can be selected and stored
within the ion trap, thereby initiating the tandem mass spectrometry capabili-
ty of the instrument. Other techniques, such as stored-waveform inverse
Fourier transform and filtered-noise field, exist which provide the fundamen-
tally analogous ion isolation within the quadrupole ion trap [55–57].

Once an ion is isolated within the ion trap it can be fragmented to produce
product ions which act as the basis for further tandem MS studies. One common
method to induce fragmentation of an isolated ion is through resonant excitation.
As with resonant ejection, in which a supplemental RF voltage is applied to the end-
cap electrodes to facilitate resonant ejection from the ion trap, resonant excita-
tion results when the resonant voltage induces additional translational energy
into the ion without ejecting it from the trap. The resonant excitation voltage,
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or tickle voltage, can be tuned to specific m/z secular frequencies, allowing selec-
tive excitation and fragmentation of ions within the trap. Resonant ejection of
these fragment ions generates an MS/MS spectrum analogous to product ion
scanning of the triple quadrupole mass spectrometer.

2.  Time-Dependent Mass Spectrometry

Quadrupole ion traps offer some distinct advantages over quadrupole mass
niters, particularly due to the fact that ion traps produce time-dependent mass
spec-trometric analysis. Ion traps can accumulate and store ions for extended
periods relative to nontrapping instruments, providing a means to amplify
weak ion currents and thereby, in many applications, improving detection lim-
its. The time-dependent tandem mass spectrometric characteristics of ion
traps also allow multiple ion fragmentation steps to be investigated. For
instance, a triple-quadrupole mass spectrometer is capable of isolating one
precursor ion, fragmenting it, and monitoring the product ion(s) that result
(refer to Fig. 11). A quadrupole ion trap, however, is capable of isolating and
fragmenting product ions through multiple steps, generating a selective cas-
cade of precursor/product ions characteristic of a chemical species. The
capability of producing multiple tandem MS investigations of a single pre-
cursor ion, sometimes termed MSn, can provide unequivocal insight into ion
fragmentation mechanisms and ion–molecular reactions [58].

Quadrupole ion trap mass spectrometers operate under some unique
limitations as well. Under conditions of relatively high ion current within the
trap, coulombic repulsion, or space-charging effects, can have deleterious effects
on mass resolution and dynamic range. Some commercial quadrupole ion trap
mass spectrometers, in fact, are configured with automatic gain control, which
dynamically inhibits trap saturation, to limit space-charging effects [53].
Experiments such as precursor ion scanning and neutral loss/gain scanning
are not amenable to quadrupole ion traps, and because of the low m/z cutoff
region associated with the technology, certain precursor/product ion pairs
cannot be detected [59]. If a product ion is ≤30% of the precursor ion mass,
direct tandem MS monitoring is not possible because a stable trapping poten-
tial for both the precursor and product ion cannot be concurrently applied.
For these reasons, the quadrupole ion trap has not supplanted the tandem
quadrupole mass filter as the analytical workhorse for quantitative mass spec-
trometry.

F.  Time-of-Flight Mass Analyzers

One limitation of the quadrupole mass analyzer is that when configured for
optimal quantitative performance, e.g., SIM or MRM, virtually no qualitative
information can be obtained from an assay (aside from some limited applications,
such as in-source fragmentation of a metabolic conjugate). Quantitative analysis
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is possible with full-scan quadrupole mass spectrometry by extracting and
integrating selected ion chromatograms (extracted mass chromatograms)
from the TIC, but the higher limit of detection makes this realistic only for
assays that are not sensitivity limited. For this reason SIM and MRM are
almost exclusively used for quantitative applications. With quadrupole mass
analyzers, the loss of sensitivity between selective and full-scan mass config-
urations stems from the inherent time required to ramp the RF/DC voltage,
giving rise to a scanning MS method with a relatively low duty cycle (see Sec.
III.C.1). Time-of-flight mass spectrometers have the potential to provide a
complimentary approach in such instances.

Time-of-flight mass spectrometers (TOF/MS) are useful because of
their ability to generate full-scan spectral data without instrument scanning.
This feature greatly improves the instrument duty cycle during full-scan acqui-
sition. For a given packet of ions of differing m/z, a TOF/MS analyzer can
detect each m/z ion in turn without selectively filtering out other ions. This
allows full-scan spectra to be generated with improved sensitivity compared
to most scanning instruments, such as quadrupole mass analyzers. In addition,
ion detection is not limited by the mass range of the analyzer (although prac-
tical m/z detection limits do exist due to electronic or detector limitations).
This is of particular utility for the characterization of large molecules such
as peptides and proteins. Essentially, a time-of-flight mass spectrometer
consists of an evacuated manifold with an ion extraction region at one end
and an ion detector at the other (see Fig. 18) [60,61]. A pulsed DC voltage
is applied to the ions in the extraction region, thereby accelerating them
into the vacuum manifold. The vacuum manifold is a grounded field-free
region sometimes called the drift tube or flight tube. All ions are accelerated

Figure 18 Schematic of a time-of-flight mass spectrometer (TOF/MS).
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where a and b are the slope and intercept respectively.
One limitation of single-stage TOF/MS instrumentation is the loss of tan-

dem mass spectrometry capabilities. Designs allowing tandem mass spectrome-
try for a single-stage TOP drift tube are being developed but are not yet a viable
alternative to conventional MS/MS techniques such as quadrupole ion trap,
FTMS, and triple-quadrapole mass spectrometry. One solution to this problem
is to couple a separate mass-selective analyzer in front of the TOF/MS analyz-
er. Commercial instruments combining quadrupoles and flight tubes that are
designed around a quadrupole/time-of-flight configuration are now available [2].

1. TOF Mass Analyzers and Mass Resolution

Historically, a common limitation of TOF/MS instrumentation was its poor
mass resolution, and for this reason its implementation in many analytical appli-
cations has been slow to develop. To understand the primary mass resolution
limitation it is useful to focus on the ion optics of a typical TOF/MS instrument
(see Fig. 19a). The ion extraction region of a TOF/MS system can be represented
by a field gradient between two distinct electrostatic lenses. The voltage gradient
between these two plates is typically quite significant, say 103–104 V/cm. Because the
kinetic energy of an ion characterizes its velocity, and therefore its m/z measure-
ment, three ions of the same m/z ratio simultaneously extracted from different

from the extractor region with the same nominal kinetic energy, as determined
by the charge, z, on the ion and the voltage of the extraction pulse, P. Because

Therefore, the flight time of an ion in the drift tube is

which shows that ions can be separated in time by the √m/z ratio of an
ion. Furthermore, the spectrum can be internally calibrated to determine the lin-
ear equation describing the relationship between flight time and m/z as follows:
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points in the extraction region will have different kinetic energies (represent-
ed by 1 = low, m = medium, and h = high) and therefore different velocities.
This velocity difference will have a negative impact on mass resolution
because slight differences in flight time will result.

Advances in TOF/MS technology, such as reflectron ion optics, delayed
ion extraction, and orthogonal ion acceleration, have given rise to bench-top
instrumentation with resolution capabilities in excess of that obtained by
quadra-pole MS systems. Each of these devices limits or corrects the kinetic
energy spread of ions with identical m/z, ratios.

Reflectron Ion Optics. The reflectron, or ion reflector, compensates for changes in
flight time associated with ions of the same m/z ratio that have different kinetic
energies [60–62]. This correction is made after ion extraction. A reflectron con-
sists of an array of electrostatic lenses, at the opposite end of the drift tube, to
which is applied a DC voltage gradient of the same polarity as the extraction

Figure 19 Resolution in a time-of-flight mass spectrometer (a) with and (b)
without an ion reflector.
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voltage (see Fig. 19b). A reflectron can be thought of as a voltage divider
upon which each lens carries a DC potential of increasing voltage. As ions
enter the reflectron, they are decelerated, and because the voltage magnitude
of the reflectron is set higher than that of the ion extractor, ions are stopped
and turned back toward the source. Ion residence time in the reflectron is pro-
portional to the energy of the ion because ions with greater kinetic energy
push further into the reflectron, and this compensates for flight time differ-
ences. Ions are focused in time and this improves spectral resolution.

Delayed Extraction.  Delayed extraction, or time lag focusing, is a resolution-
enhancing technique applied to TOF/MS in which a time delay (on the order
of nanoseconds) is set between ion formation and ion extraction
[60,61,63–65]. As an illustration take the ionization of three identical mole-
cules (same molecular weight) within a TOF/MS ionization source (see Fig.
20a). These three ions, A, B, and C, may have different transient energies and
different velocities such that prior to ionization A and C are moving away
from and toward the drift tube respectively and ion B is stationary. If ion
extraction occurs immediately upon ionization, the extraction potential
applied to the source must overcome the inherent transient energy of ion A
in order to change its velocity. This will delay the extraction of ion A by some
unit time, called the turnaround time. Ion B will be extracted from the source
at a rate proportional only to the source extraction voltage, and ion C will be
extracted sooner than either ion A or B, as its inherent transient motion will
be additive to the extraction potential. The resolution of the TOF/MS ana-
lyzer will suffer because these ions, though having identical molecular weights,
each have a different residence time in the ion source.

Figure 20 Delayed extraction applied to a TOF/MS ionization source, (a)
Initial positions of ions A, B, and C. (b) Position of ions A, B, and C after
translational equilibration based on initial ion momentum, (c) Effect of ion
momentum on flight time.
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In the example of ions A, B, and C above, by delaying the extraction volt-
age relative to ion formation, the ions are allowed to expand, as a function of their
inherent velocities, within the source under field-free conditions. Ion A therefore
moves away from the extraction lens, ion C moves toward the extraction lens, and
ion B remains stationary. When the extraction voltage is applied, ions A and C will
have moved to regions of higher and lower extraction potential respectively, rela-
tive to their initial positions within the source (see Fig. 20b). Because of this, the
turnaround time for ion A will decrease, and the additional voltage push for ion
C will be minimized. This ultimately improves mass resolution because the ion
source residence time differentials between A, B, and C are minimized.

Time lag focusing presumes that (a) ionization occurs within the source
and (b) the ionization mechanism imparts upon the ions a distribution of
transient energies and velocity vectors. An ion source such as that used in
MALDI can greatly benefit from time lag focusing, and this technology is
becoming standard on commercial MALDI/TOF instruments.

Orthogonal Acceleration. For vacuum ionization techniques, such as
MALDI, delayed extraction provides resolution enhancement by compensat-
ing for ion energy spread within the extraction region. Atmospheric pressure
ionization, when coupled to TOF/MS, can likewise benefit from a source
design in which ion energy spread is minimized. A convenient way to do this
is through orthogonal acceleration. Orthogonal acceleration is an ion extrac-
tion technique in which ions are introduced into the TOF/MS extraction
region perpendicular to the drift tube [66]. By introducing the ion beam
orthogonal to the extraction region, differences in extraction potential as a
function of position within the voltage gradient are minimized, ultimately
improving mass resolution following ion extraction (see Delayed Extraction).
Orthogonal acceleration is a common ion extraction configuration for
API/TOP instruments, as it provides not only improved resolution, but also
convenient beam modulation of continuous flow ionization sources such as
that obtained from electrospray and atmospheric pressure chemical ionization.

2.  Metastable Ions and Postsource Decay

Any ionization mechanism imparts a given amount of excess internal energy into
the ion. This excess energy is distributed through the ion as either rotational or
vibrational energy that can induce additional ion rearrangement and/or frag-
mentation. If the excess energy is relatively low, ion fragmentation may not occur
on the time scale of mass analysis (approximately 100 µsec for TOF/MS) and
only the molecular ion will be observed at the detector. If the amount of excess
energy is relatively high, ion fragmentation can be instantaneous by TOF/MS
standards (<1 µsec) and both the molecular ion and additional fragment ions will
be extracted and detected. For ions with borderline internal energies, called
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metastable ions, ion fragmentation can occur during mass analysis (1–100 µsec)
rather than prior to ion extraction [67]. For TOF/MS methodology this
results in ion fragmentation in the drift tube, after ion extraction, and for this
reason metastable ion fragmentation is often called postsource decay [68].

Metastable ions provide an avenue for enhanced structural elucidation,
particularly for large biomolecules ionized by relatively soft ionization tech-
niques such as MALDI. Metastable ions in TOF/MS have identical velocities
as their precursor ions but have a lower kinetic energy proportional to the
mass of the fragment. Linear TOF/MS systems that do not contain a reflec-
tion cannot discriminate between metastable ions and their precursors, as
both have the same velocity and strike the detector at the same time.
Reflectron TOF/MS systems, however, can discriminate between precursor
and metastable ions, as the re-flectron can act as a variable-energy ion reflec-
tor [69]. By changing the voltage potential of the reflectron, different ion sta-
bility ranges can be created in which ions of a given kinetic energy window,
and therefore metastable ion mass range, are reflected back to the detector.
Higher end commercial MALDI/TOF instruments automatically switch the
reflectron voltage to compensate for metastable ions with different kinetic
energies, i.e., different m/z ratios. Individual mass spectra associated with the
variable reflectron voltage steps are then patched into a single spectrum, rep-
resentative of the metastable ion decay associated with the compound. This
technique to characterize postsource decay is critical in obtaining fragmenta-
tion spectra in MALDI, as this is a relatively soft ionization technique and is
commonly used for protein sequencing applications.

3.  Accurate Mass Measurements

Orthogonal extraction, improvements in TOF/MS resolution, and improve-
ments in electronics have created a new application for TOF/MS in accurate
mass measurements [70,71]. Accurate mass applications have traditionally
been associated with high-resolution magnetic sector and FTMS systems. The
ability to provide accurate mass measurements (±5 ppm) with more cost-
effective instrumentation has created potential opportunities in the pharma-
ceutical industry. Such applications can offer improved selectivity for single-
stage instrumentation and metabolite or impurity/degradation product iden-
tification, particularly when standard compounds are not available, such as in
early drug discovery.

IV.  DETECTOR SYSTEMS: HOW IONS ARE DETECTED

Detector schemes for mass spectrometers either measure the ion current directly,
with possible signal amplification, or use ion conversion followed by solid-state
amplification. Direct measurement of ion current has the advantage of providing
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precise measurement of signal intensity that is independent of the mass or
kinetic energy of the ion. Examples include photographic film, on which
impinging ions create a photographic response, and the Faraday cup, which
produces an amplified current as ions are discharged to ground on a con-
ducting surface. Though these detectors are generally precise, they also tend
to have slow response times, and in some cases, such as photographic film,
have obvious practical limitations. These detectors, while having historical
significance, have been replaced with modern electronic signal detection devices.
Solid-state ion detectors, such as electron multipliers, multichannel plate detectors, and
photomultipliers, are by far the most common detection systems used [5–12].
Because solid-state detectors utilize dynodes to convert ion signal into secondary
particles prior to amplification, signal response is a function of ion mass and
kinetic energy. This must be considered when detecting large molecules such as
proteins. Many ion detector configurations introduce an additional ion accelera-
tion step called postacceleration prior to detection. This step increases ion veloc-
ity and improves sensitivity. The response time of solid-state detectors, and their
obvious synergy with digital electronics, far outweigh their response limitations.

A.  Electron Multipliers

Electron multipliers provide signal detection through ion conversion and sub-
sequent amplification. Ions impact on a conversion dynode, which converts
the ions to secondary particles, such as electrons, and the secondary particles
are accelerated into an electron multiplier, on which is applied a DC voltage.
As the secondary particle strikes the surface of the electron multiplier, it causes
the ejection of one or more electrons, which are subsequently accelerated fur-
ther into the multiplier, ultimately creating an amplification cascade of electrons.
The conversion dynode can be configured to respond to either polarity, depend-
ing on whether positive or negative ions are being detected. Electron multipliers
are generally curved to optimize electron amplification and to limit the possibil-
ity electron feedback toward the conversion dynode and can produce a gain up
to 107. The active lifetime of an electron multiplier is a function of surface deac-
tiva-tion, such as caused by the absorption of water or contaminants to the mul-
tiplier surface, and can range from 1 to 2 years. As an electron multiplier ages,
an increase in detector voltage is required to maintain comparable detector gain,
and an exponential decrease in signal gain typically follows. For quadrupole mass
analyzers and quadrupole ion traps, the electron multiplier is a detector mainstay,
and they are quite common on commercial instrumentation.

B.  Photomultipliers

The conversion dynode of a photomultiplier detector generates electrons that
impinge on a phosphor, which subsequently generates photons that are detected

Copyright © 2002 Marcel Dekker, Inc.



Mass Spectrometry Primer 77

and amplified by a photomultiplier [72]. Photomultipliers have the advantage of rel-
atively long lifetimes (10 years), as the photomultiplier itself is encased in glass and
is therefore not as susceptible to the absorption of ambient water or gaseous con-
taminants. Photomultipliers are, however, sensitive to light background, and as such
mass spectrometers that utilize photomultipliers must be isolated from ambient
light. The addition of a phosphor adds an additional service element as well.
Photomultipliers, like electron multipliers, are commonly used ion detection designs
in modern mass spectrometers, particularly with quadrupole mass analyzers.

C.  Microchannel Plate Detectors

An electron multiplier can be thought of as a point detector in that a single
conversion dynode and multiplier are configured to detect the ion signal. Ions
to be detected must first be maneuvered to a single precise position. An alter-
native possibility, in which numerous electron multipliers are configured
together to provide an array [73] requires miniaturization and juxtaposition of
the individual electron multipliers into a continuous detector.

The microchannel plate detector (MCP) is one type of solid-state array
detector commonly used in mass spectrometry. Microxhannel (or multichan-
nel) plates are flat waferlike detectors of leaded glass consisting of an array of
104–107 electron multipliers in parallel, each channel of which is 10–100 µm
in diameter. The length-to-diameter ratio of each channel is crucial for its per-
formance and typically ranges from 40 to 100, and each channel is aligned
8–15° from normal relative to the surface in order to minimize positive ion
feedback caused by ionization of background gases. A negative voltage bias
(1 kV maximum) is applied across one side of the MCP relative to the other
and this produces a potential gradient along each channel. As ions impact on
the front of MPC, they discharge the individual channels, creating an minia-
turized electron cascade. The electrons are then collected at an anode at the
back of the detector. A number of MCP detector configurations are possible.
A dual MCP consisting of two individual juxtaposed plates (aligned to maxi-
mize the pitch between the plate channels) is one configuration. This config-
uration, called a Chevron detector, provides a gain of 106–107 with < l-nsec
response time. Ions with sufficient velocity that strike the front of the charged
MCP cause an electron cascade, and these electrons are then collected at the
second MCP for further amplification.

MicroChannel plate detectors are particularly useful in time-of-flight mass
spectrometry, as they are flat, minimizing time spread and subsequent mass reso-
lution of homologous ion packets. In addition, they have reasonable gain (104–107

per plate) and fast response time (100-psec time resolution). The major limitation
of multichannel plate detectors is the recovery time needed for the detector to
recharge. When a channel is discharged, a recovery time on the order of 10 nsec
is typical. This becomes problematic if an ion follows another into a particular
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channel within a time frame less than the recharge time of the channel. The
first ion that impacts on the channel will create an electron cascade and will
be detected, but the following ion, hitting the detector before the channel has
had time to recharge, will not create a cascade and will, therefore, not be
detected. The time between channel discharge and recharge is typically on the
order of nanoseconds and is sometimes called the detector dead time.
Because of their inherent dead time, multichannel plate detectors saturate eas-
ily and this can severely limit their dynamic range relative to other detection
devices. Multichannel plate detectors also have limited lifetimes, as the detec-
tor surface becomes deactivated and because it is necessary to operate the
MCP at relatively high voltage across as short space, detector arcing is possi-
ble if operated at too high a pressure (≥10-7 Torr).

D.  Saturation Effects

Practical understanding and appreciation of detector saturation limits are crit-
ical when using any of the aforementioned detectors. The saturation limit can
be defined as the point at which a nonlinear detector response is observed
with an increase in ion concentration. The saturation characteristics of a
detector can be proportional to concentration up to a critical point, at which
no additional signal can be obtained, or can be nonlinear, where detector
response changes with concentration but in a nonlinear way.

Detector saturation can effect both quantitative and qualitative data
analysis, and each of these effects should be appreciated. The effect on sam-
ple quanti-tation is intuitive, where for instance a twofold increase in sample
concentration produces a less than twofold increase in response. This will
cause a flattening of calibration curves at higher concentrations. For API
techniques, source saturation (or ion suppression) is another source of response
saturation independent of detector saturation. Detector saturation can also
effect qualitative measurements such as mass accuracy and isotope ratio cal-
culations. In the former, when a mass spectral peak that has some finite reso-
lution stalls to saturate the detector the peak-top calculations that provide the
m/z measurement of the peak will become ambiguous. Likewise, it is possible
that as one isotope of an ion starts to saturate the detector, adjacent isotopes
in the distribution will still provide a linear response. The result of this is that
incorrect isotope ratios will be obtained. Changes in relative isotope ratios of
individual spectra across a chromatographic peak is an indicator of possible
detector saturation.

V.  DATA COLLECTION SYSTEMS
AND INSTRUMENT CONTROL

Modern mass spectrometer systems rely heavily on integrated computer control
systems for instrument control, data collection, and data processing. Whereas
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early mass spectrometers were characterized by manual instrument control
and analog data collection systems, such as oscilloscopes or chart recorders,
modern systems increasingly provide comprehensive, integrated control of
both the instrument hardware and data collection components.

A.  Specialized Software

Most systems utilize personal computers running instrument control software
locally, and this software often contains specialized applications and postpro-
cessing capabilities. Examples include specialized software for quantitative
analysis (peak detection, integration, standard calibration, unknown quantita-
tion, and data reporting), protein characterization and proteomics, analysis of
combinatorial chemistry libraries, automated chromatographic peak fraction
collection, metabolite identification, and automated instrument optimization.
As the utility of mass spectrometers to solve an ever-increasing array of sci-
entific questions continues to grow, specialized software will provide advan-
tages for ease of use and efficiency, particularly as the tools move from the
hands of mass spectrometry specialists to scientists outside the field of ana-
lytical chemistry. Some novel applications include the development of both
automated processing and reporting of data via e-mail [74–76] or the con-
struction of customized mass spectral databases [77,78]. First-generation semi-
automated method development software for quantitative (MRM) applications
has recently become available as have qualitative applications such as metabo-
lite structural elucidation [79,80]. These types of applications will undoubted-
ly expand as the bottleneck of decision making in drug discovery continues to
become data reduction rather than sample processing and data collection.

B.  System Networking

In today’s multiuser, open access environment, the computer connected to the
back end of the mass spectrometer has become so heavily utilized in instru-
ment control and data collection that it is rarely available for postcollection
data reduction. Computer networking has become a tool to remedy this situ-
ation. Individual mass spectrometer systems are controlled by dedicated desk-
top computers running control software locally. Data acquired from individ-
ual instruments can be stored directly in a network server through a network
link, with each data system collecting to a unique signature directory. Once
stored to a centralized server, retrieval of archived information is possible
through any networked computer system running compatible software. This
configuration provides a number of advantages, including efficient data
archiving and backup storage, consistent data collection from numerous
sources, instantaneous retrieval of archived data from stand-alone com-
puter systems in remote site locations, and data retrieval concurrent with
data collection. Back-end computers can then be dedicated to instrument
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control and data collection, and better instrument utilization and efficiency is
thereby achieved.
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I.  INTRODUCTION

Stewart’s quote, from 1946, was quite prophetic: Mass spectrometry has cer-
tainly become one of the important structural tools for chemists and is
increasingly becoming an important tool for those in the biological sciencies,
including those whose aim is drug discovery.

Regardless of the application, it is important to remember that mass
spectrometers are nothing more than gas-phase reactors in which the unimolecu-
lar fragmentation reactions and/or bimolecular reactions of ionic species can be
observed. Thus, a given mass spectrum is a unique record of all the events (ion-
ization, “in source” reactions, and postsource reactions) prior to mass analysis and
detection. It stands to reason that if we fully understand the gas-phase chemistry
of ions, then we should be able to understand (and ultimately predict) mass spec-
tra. Indeed, ever since the advent of “organic mass spectrometry,” a long-term
goal of analytical mass spectrometrists has been the ability to effectively and
efficiently predict the fragmentation pathways for any compound with a given

4
Ion Chemistry and Fragmentation

Richard A. J. O’Hair
University of Melbourne, Victoria, Australia

Progress in mass spectrometry has been so rapid since 1939 that one can
hardly predict even the immediate future. … Many present difficulties will
be overcome when apparatus with better design and more simple opera-
tion is generally available, but even before the perfect spectrometer is built,
the chemist will find that this tool of the physicist has already earned a
place in the chemical laboratory.

—David W. Stewart, Physical Methods of Organic Chemistry,
Volume II, Chapter 26, 1946
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molecular structure. Despite impressive recent attempts such as the Mass
FrontierTM 1.0 program by HighChem [1], no expert computer software pro-
gram has yet been designed to predict the complete mass spectrum (positive
or negative ion mode, including the molecular ion and all fragment ions
together with their relative abundance) for all compounds under any ioniza-
tion condition. This goal may in fact never be completely achievable for a
number of reasons, including the following:

1. The cornucopia of ionization methods [electron impact ionization
(EI), chemical ionization (CI), field desorption (FD), fast atom bom-
bardment (FAB), electrospray ionization (ESI), and matrix-assisted
laser desorption/ionization (MALDI)] yield gas-phase ions for mass
analysis via quite different physical and chemical processes.
Unfortunately, many of these processes are still not well understood.

2. Even for a given ionization mode, the ion source is “manufacturer
specific,” which can lead to different “in source” reactions. For exam-
ple, desolvation in ESI is achieved in different ways by different man-
ufacturers.

3. Key physical organic data, such as the thermochemistry and kinetics
of gas-phase unimolecular and bimolecular reactions, are often
unknown.

4. Postsource reactions are governed by a number of factors such as the
internal energy of the ions, the time between exit of ions from the
source to mass analysis, and the pressure of the mass analyzer. Since
there is no ideal mass analyzer [2], a range of analyzers are commer-
cially available which have been interfaced with most of the common
ionization methods. Each mass analyzer has unique properties which
can influence the actual mass spectrum observed.

Regardless of this seemingly gloomy view, future programs for qualita-
tive or quantitative prediction of mass spectra must be based on sound prin-
ciples of “gas-phase” physical organic chemistry. With this in mind, the aim
of this chapter is to provide analytical mass spectrometrists with a brief “tuto-
rial” in ion chemistry and fragmentation reactions.

II.  SCOPE OF THE CHAPTER

A comprehensive review of the gas-phase ion-molecule reactions and fragmen-
tation reactions of compounds of direct interest to those working in the area of
drug discovery is beyond the scope of this chapter. Rather, our main aim is to
use selective examples of simple biomolecules which help illustrate how certain
tools can be used to unravel the mechanisms of gas-phase ion reactions and to
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illustrate some key concepts. Both positive and negative ions are considered
because these often yield complementary information. Finally, those interest-
ed in the latest analytical developments in drug discovery can turn to the bian-
nual Analytical Chemistry Reviews in Mass Spectrometry [3].

III.  THERMOCHEMISTRY AND KINETICS IN THE GAS PHASE

The unimolecular and bimolecular reactions of gas-phase ions that occur
both during the ionization process and while the ions are inside the mass
spectrometer are controlled by both thermochemistry [4] and kinetics [5].
Some key thermochemical quantities associated with cations and anions are
presented below.

A.  Thermochemistry

1.  Thermochemistry of Cations

In mass spectrometry, the main types of cations arising from ionization of a
neutral molecule M are radical cations M+ (typically formed via EI) and pro-
tonated ions [M + H]+ (formed in several ionization processes, including CI,
FAB, ESI, and MALDI). The energies associated with the formation of these
gas-phase ions are the ionization potential and the proton affinity, respective-
ly. These quantities are defined in more detail below.

Ionization Potential. Ionization potential (IP) is defined as the energy
required to remove an electron from a molecule or atom [Eq. (1)]. A distinc-
tion between adiabatic and vertical IPs is required. The adiabatic IP is the low-
est energy required to effect the removal of an electron from a molecule or
atom and corresponds to the transition from the lowest electronic, vibra-
tional, and rotational level of the isolated  molecule to the lowest electronic,
vibrational, and rotational level of the isolated ion. Thus an adiabatic IP can
be used in conjunction with the enthalpy of formation of the neutral (M) to
derive the enthalpy of formation of the ion, M+•. In contrast, the vertical IP is
the energy change corresponding to an ionization reaction leading to forma-
tion of the ion in a configuration which is the same as that of the equilibri-
um geometry of the ground-state neutral molecule. Note that from the
Franck-Condon principle, when a molecule is ionized by photoionization or
by interaction with energetic electrons, the highest probability configuration
of the resulting ion will be the configuration of the precursor neutral mole-
cule. Thus vertical IP  > adiabatic IP.

M → Μ+• + e- ∆Η
rxn

= IP (M) (1)
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Proton Affinity. The formal relationship between the enthalpy of forma-
tion of [M + H]+ and its neutral counterpart, M, is defined in terms of a quan-
tity called the proton affinity, PA [Eq. (2)]. Note that unlike the adiabatic IP,
which represents the 0 K enthalpy change, the PA is a quantity defined at a
finite temperature (typically 298 K) as follows:

M + H → [M+H]+ ∆H
rxn

= -PA (M) (2)
∆H

f
0([M+H]+) = ∆H

f
0(M) + ∆H

f
0(H+) – PA

2.  Thermochemistry of Anions

In mass spectrometry, the main types of anions arising from ionization of a
neutral molecule M are deprotonated ions, [M – H]-. Key energies associated
with the formation and stability of these gas-phase anions are the anion pro-
ton affinity (APA) and the electron affinity (EA).

Anion Proton Affinity. This enthalpy change measures the ease of losing
a proton from a compound [Eq. (3)] and is related to the inherent acidity of
a gas-phase molecule. It is usually defined at 298 K as follows:

M → [M – H]– + H+ ∆H
rxn

= ∆H
acid

(M) (3)

Electron Affinity. Whether the resultant [M - H]- anion formed from loss
of a proton [Eq. (3)] is actually stable in the gas phase with respect to loss of
an electron depends on the the negative ion equivalent of IP, which is termed
the electron affinity and is defined by Eq. (4). As with the IP, EAs represent
the 0 K enthalpy change and it is possible to have either vertical or adiabatic
EAs. A major difference from IPs is that for stable (“bound”) negative ions,
the ion is lower in energy than the corresponding neutral. If the negative ion
is higher in energy than the neutral, the neutral is said to have a negative elec-
tron affinity, and the ion will undergo spontaneous loss of the electron. An
important consequence from an analytical perspective is that any species
which has a negative EA will not be observed in a negative ion mass spec-
trum.

[M – H]– → [M – H]• + e– ∆H
rxn

= EA (M – H) (4)

B.  Kinetics

Even though a reaction may be favored by thermochemistry, this does not
mean that it will occur inside the mass spectrometer. The rates of gas-phase
reactions are governed by the energy barriers on their potential energy sur-
faces. Further-more, whether a product ion is observed in the mass spec-
trometer will also be dependent on the “time frame” of the mass spectrome-
try experiment relative to the rate of the reaction.
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1.  Unimolecular Rates (k in s-1)

The ionization of a neutral sample can result in the formation of molecular
ions with a wide range of internal energies (especially in EI). As a result, some
of the molecular ions can have sufficient energy to undergo fragmentation via
one or more processes. The extent of the competition between the available
dissociation process is determined by the value of the rate constant (k) for
each process at a given internal energy (E). A simplified expression fork is
given by Eq. (5) [11a]. Considerable effort has gone into modeling the rates of
these unimolecular reactions using theories such as Rice, Ramsperger, Kassel,
Marcus (RRKM), and recent efforts have focused on large polyatomic ions [6].

For EI on a magnetic sector, k > 10-6 generally occurs in the source while
10-6 k > 10-4 generally occurs outside the source region, giving rise to “meta-
stable” ions. There are two main types of fragmentation reactions, as illustrat-
ed in Fig. 1: (a) simple bond cleavage (Fig. la), which has a small or no reverse
activation barrier; and (b) rearrangement, which has a reverse activation barrier

Figure 1 Comparison of two hypothetical fragmentation reactions. These are
plotted as the in of the rate constant [Eq. (5)] as a function of the internal
energy of the ion for (a) a simple cleavage reaction and (b) a rearrangement
reaction.
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where k is the rate constant, ν is the frequency factor, E is the internal ener-
gy, E

0
is the activation energy, and s is the effective number of oscillators.

2.  Bimolecular Rates (k in cm3 molecule-1 s-1)

Gas-phase ion-molecule reactions often proceed via potential energy surfaces with
multiple wells [7a], involving the intermediacy of various species including
ion–neutral complexes [8]. A hypothetical example showing a “double well” poten-
tial is shown in Fig. 2. Note that the initial collision complex between an ion and a
neutral (exemplified by [A+(BC)] in Fig. 2) is more stable than the separated ion and
neutral and this excess energy of association can be used to overcome reaction
barriers, thus driving the formation of products. This is one of the main reasons

Figure 2 Double-well potential model for a hypothetical ion-molecule reac-
tion: A+ + BC → C+ + AB. Note the reaction proceeds via a transition state
and involves the intermediacy of ion-neutral complexes in both the entrance
[A+ (BC)] and exit [C+ (AB)] channels.

(Fig. 1b). For rearrangement reactions to compete with simple bond cleavages
they must have low E

o

Copyright © 2002 Marcel Dekker, Inc.



Ion Chemistry and Fragmentation 91

why the rates of gas-phase ion–molecule reactions can be very fast compared
to solution (where ions are solvated and where the solvent is used to ther-
malize intermediates). The overall reaction exothermicity of a gas-phase reac-
tion can result in fragmentation of the product ions, which is common in pro-
ton transfer reactions in Cl which involve highly acidic CI reagents such as H

3
+

[9].
Once again, considerable effort has gone into the theoretical modeling

of ion-molecule reactions [7b] in order to establish the reaction efficiency
(expressed as the experimental rate divided by the theoretical rate—thus an
efficiency of 1 means that every collision between an ion and a neutral will
result in the formation of products) of these reactions.

IV.  FRAGMENTATION REACTIONS OF IONS:
USE OF TANDEM MASS SPECTROMETRY
TO PROBE STRUCTURE

Apart from molecular weight information, the organic mass spectrometrist
has always been interested in the use of fragment ions as indicators of struc-
ture. The mode of fragmentation is generally governed by the nature of the
charge of the precursor ion (positive, negative, radical, or even electron ion).
In terms of qualitative predictions of fragmentation modes, the best under-
stood class of ions are radical cations of organic compounds formed under
70 eV EI conditions. These are not reviewed here because McLafferty’s sem-
inal book has been updated [10] and the Mass FrontierTM 1.0 program [1] pro-
vides a useful tool for examining these processes for any given compound. It
is, nonetheless, worth reminding readers that the two main pathways are
αcleavages directed by the radical site (termed α cleavages) and charge site direct-
ed cleavages (termed inductive or i cleavages).

A.  Tandem Mass Spectrometry Instrumentation
and Activation Techniques

With the advent of “soft ionization methods” (CI, FAB, ESI, and MALDI),
which produce pseudomolecular ions (e.g., protonated [M + H]+ and depro-
tonated [M - H]- ions) with little or no fragmentation, came an interest in the
use of mass spectrometric methods to examine fragmentation reactions [11].
There are two common ways this can be achieved:

1. The ion is mass selected (isolated) using one stage of mass analysis
and subjected to fragmentation, with the product ions being analysed
via a second stage of mass analysis. This is called a tandem mass spec-
trometry (MS/MS) experiment and is discussed in more detail later.
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2. The ion is not mass selected but rather subjected to fragmentation
be-fore mass analysis (a widespread current example is “in source”
fragmentation under ESI conditions). A potential pitfall is discussed
in further detail below.

The types of tandem mass spectrometers capable of performing
MS/MS experiments fall into two basic categories: tandem in space and tan-
dem in time. Tandem-in-space instruments have discrete mass analyzers for
each stage of mass spectrometry; examples include multisector, triple-quadru-
pole, and hybrid instruments (instruments having mixed types of analyzers
such as a magnetic sector and a quadrupole). Tandem-in-time instruments have
only one mass analyzer where each stage of mass spectrometry takes place in
the same analyzer but is separated in time via a sequence of events. Examples
of this type of instrument include Fourier transform ion cyclotron resonance
(FT-ICR) mass spectrometers and quadrupole ion traps, described in Chapter 3.

There are several ways of depositing energy into the mass selected ion
to cause it to fragment. These include (1) studying those ions which are long
lived and have sufficient internal energy from the ionization process to frag-
ment after the first stage of mass selection [these ions are called metastable
and the resultant MS/MS spectrum is called a metastable ion (MI) spectrum
[12]]; (2) collisions with a collision gas such as helium [this is known as colli-
sion-induced dissociation (CID), collisionally activated dissociation, or colli-
sional activation [13]]; (3) collisions with a surface (this is known as surface-
induced dissociation [14]); (4) interaction with photons (e.g., via a laser),
resulting in photofragmentation [15]; (5) interaction with an electron beam,
resulting in electron-induced dissociation for singly charged ions [16] or elec-
tron capture dissociation when multiply charged cations are allowed to inter-
act with low-energy electrons [17]; and (7) thermal/black body infrared radi-
ation dissociation (BIRD) [18]. By far the most common MS/MS technique
used for organic and biomolecule ions has been CID.

B.  Charge Remote versus Charge Directed
Fragmentation Reactions

The term charge remote reaction was introduced by Gross to describe those
fragmentation reactions which are essentially uninfluenced by the charge (i.e.,
the charge acts as a “spectator”). Such reactions generally occur in the high-
energy CID (keV) regime of sector instruments. Under the “slow heating”
conditions [11b] of low-energy CID experiments (ion traps, triple
quadrupoles, and FTICRs), charge-directed fragmentation reactions often domi-
nate. As these types of experiments are increasingly becoming the main type
of MS/MS experiments routinely carried out, we focus our efforts on under-
standing key concepts associated with these processes. Those interested in
charge remote fragmentations are directed to several useful reviews [19].
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C.  Physical Organic Concepts and Tools Used
to Unravel the Mechanisms of Charge-Directed
Fragmentation Processes

1.  The “Bowie Rules”
No review has thoroughly addressed the key concepts and tools required to
unravel the mechanisms of charged-directed fragmentation reactions for all charge
types. Perhaps the best guidelines are for organic negative ions, as expounded by
Bowie’s empirical fragmentation rules [20]. The genesis of the rules are numerous
high-energy CID studies with careful isotopic labeling on [M – H]- ions formed
via CI using the strong bases HO- and NH

2
-. Briefly stated they are as follows:

1. Simple homolytic cleavage reactions where loss of a radical forms a
stable radical anion.

2. Reactions that occur by initial formation of an anion-neutral com-
plex that could then undergo a variety of reactions, including direct
displacement of the anion as well as reactions induced by the anion
(e.g., deprotonation and elimination).

3. Reactions that do not occur via the first formed deprotonated species, but
where intramolecular proton transfer (usually endothermic) leads to a
new deprotonated species which fragments via an anion-neutral complex.

4. Rearrangement reactions, including internal nucleophilic substitu-
tion/displacement and skeletal rearrangement reactions.

These rules contain several key concepts which are readily transferable
to other charged systems such as protonated species (i.e., [M + H]+ ions).
Before discussing these and other key concepts, several important tools used
to help unravel gas-phase ionic fragmentation mechanisms are described.

2.  Tools

In order to probe the mechanisms of the fragmentation reactions of gas-
phase ions, it is necessary to use several of the tools listed in Table 1. Each of
these tools are further discussed below.

MS/MS Experiments Coupled with Labeling. These experiments are the
mainstays for the determination of gas-phase fragmentation mechanisms.
Often there are similar functional groups in molecules and thus it is impor-
tant to differentiate between them using either isotopic or structural labeling.

ISOTOPIC LABELING. Although isotopes are of value for the measure-
ment of isotope effects in the gas phase [21], mostly they have been used in
labeling studies to distinguish between various mechanisms. Such studies have
proven to be extremely valuable in determining fragmentation mechanisms of
organic ions and ions derived from simple amino acids and peptides.
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Table 1 Tools Available to Examine Gas Phase Fragmentation Mechanisms
MS/MS experiments coupled with labeling

Isotopic labeling
Structural labeling (e.g., convert carboxylic acid group into ester)

MSnexperiments
Comparison of MS3spectra of product ions with MS/MS spectra of proposed

product ion structure formed via independent synthesis
Gas-phase ion molecule reaction of product using an MS3experiment
Probes of the structures of neutrals: NRMS and NFR using an MS3experiment

Comparison of activation energies for competing fragmentation processes
Energy resolved CID
Measurement of dissociation kinetics

Theoretical modeling techniques
For example, use of ab initiocalculations to gain insights into the structures and

energies of reactants, transition states, intermediates, and products

STRUCTURAL LABELING. A common structural label is to replace a hydro-
gen atom attached to a heteroatom such as N, O, or S with a methyl group
(e.g., convert carboxylic acid group into ester). This can not only help eluci-
date mechanisms in a similar fashion to isotope labeling, but in some instances
can also be used to “switch off ” reactions or induce new reactions.

MSn Experiments: Comparison of MS3 Spectra of Product Ions with MS/MS
Spectra of Proposed Product Ion Structures Formed via Independent Sythesis. With the
development of tandem-in-time instruments such as FT-ICRs and ion traps,
multistage MS experiments are becoming routine. Thus, the structures of
CID product ions can be interrogated via CID using a further stage of MS.
In some instances, if a suitable independent synthesis can be achieved, the
resultant MS3 spectrum can be compared with the MS/MS spectra of ions of
known structure, thereby facilitating ion structure assignment.

Probes of the Structures of Neutrals: NRMS and NFR Using an MS3

Experiment. Most tandem mass spectrometry experiments that cause frag-
mentation of a mass selected ion result in the formation of both ionic and
neutral fragments. Generally, only the ionic fragments are detected in conven-
tional MS/MS experiments and potentially relevant structural information on
the coproduced neutral(s) is lost. This problem can be overcome through the
use of neutral fragment reionization (NFR) mass spectrometry, which utilizes
a tandem mass spectrometer with two collision cells between each stage of
mass spectrometry. Applications of these techniques in structure and mecha-
nism determination have recently been reviewed [22].
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Thermochemical Considerations: Comparison of Activation Energies for Competing
Fragmentation Processes. Inducing gas-phase fragmentation reactions of low-
energy protonated ions requires these ions to be “heated up.” The resultant
energy is used to overcome activation barriers associated with bond cleavage.
While a considerable body of thermochemical data exists for ions and neu-
trals that can often be used to predict the overall reaction thermochemistry,
activation energies must be obtained via experiment, using either of the two
techniques described below.

ENERGY RESOLVED CID VIA GUIDED ION BEAM EXPERIMENTS. Guided
ion beam experiments have been used to measure a wealth of gas-phase ther-
mochemistry [23]. Because these experiments measure thresholds for frag-
mentation, they can be probes of the activation energy [24].

MEASUREMENT OF DISSOCIATION KINETICS VIA BIRD EXPERIMENTS. In
trapping instruments, fragmentation reactions can be studied as a function of
both time as well as temperature of the cell. An Arrhenius analysis of the
resultant unimolecular rate constants as a function of temperature allows acti-
vation energies to be determined for each fragmentation process [18].

Theoretical Modeling Techniques. Another important tool for under-stand-
ing the structure and reactivity of gas-phase ions is through the judicious use
of theoretical modeling techniques. An array of theoretical modeling tech-
niques are available, including molecular modeling, semiempirical techniques,
as well as ab initio molecular orbital theory. It is beyond the scope of this
chapter to describe the merits and weaknesses of each of these techniques in
detail. Suffice it to say that with advances in computational hardware and soft-
ware, it is now possible to carry out theoretical modeling on biomolecules.
The ultimate aim is to use ab initio calculations to gain insights into the struc-
tures and energies of reactants, transition states, intermediates, and products.

3.  Key Gas-Phase Physical Organic Concepts

Given that we are interested in fragmentations that are initiated by or directly
involve the charge site, we need to discuss the key concepts in Table 2 in
detail. Note that gas-phase fragmentation reactions tend to be under kinetic
control rather than thermodynamic control and thus for competing process-
es, the relative transition state barrier heights are important. Also note that
even electron ions generally fragment via heterolytic bond cleavage (inductive
cleavages) rather than homolytic bond cleavage [10].

Effects of Protonation or Deprotonation.
CONCEPT OF “LOCAL PROTON AFFINITIES” AND “LOCAL ACIDITIES.” In com-

plex organic molecules or biomolecules, there are multiple functional groups and
thus multiple sites of protonation or deprotonation. As is shown below, pro-
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Table 2 Important Gas-Phase Physical Organic Concepts to
Help Rationalize Charge-Directed Fragmentation Reactions
Effects of protonation

Site of protonation
Proton mobility via intramolecular proton transfer
Bond weakening versus strengthening upon protonation

Charge-directed fragmentation
Leaving groups
Neighboring-group participation
Ion–molecule complexes

tonation or deprotonation at one site can weaken bonds, making them more
susceptible to fragmentation. To a first approximation, we can model “local
proton affinities” or “local acidities” by considering small model systems that
contain the functional group of interest. The PA and APAs of simple systems
should be readily available from the National Institute of Standards and
Technology (NIST) database [4]. If we consider cysteine (Scheme 1), the
order of local PA is NH

2
> CO

2
H  > SH, while the order of local acidity is

CO
2
H  > SH  > NH

2
.
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CHARGE MIGRATION AND THE MOBILE PROTON MODEL. Although exper-
iments provide important data on the magnitude of the PA, they often can-
not directly probe a key issue, viz. determining at which site protonation [25]
or deprotonation occurs in molecules with several possible basic or acidic
sites. This remains a challenging question to address experimentally because a
way must be found to probe the site of protonation or deprotonation while
avoiding the possibility of intramolecular proton transfer from one site to
another. Several clever experiments have been developed to probe this issue.
For negative ions, trimethylsilyl derivatives can be subjected to fluoride ion
induced desilylation to “synthesize” specific anions in the gas phase. An
example is the formation of the acetic acid enolate anion [26]. For positive
ions, a combination of Cl/MS and Cl/MS/MS techniques with rigid [27] or
conformationally restricted [28] species can shed light on protonation under
condition of kinetic control. To avoid the possibility of intramolecular pro-
ton transfer, the protonation of para disubstituted benzenes A under CI con-
ditions to produce [M + H]+ ions B and C was examined (Scheme 2) [27].
Some of these [M + H]+ ions decompose to form benzyl cations D and E,
which reflect the site of protonation (B and C). The site of protonation in the
remaining ions can be probed via MS/MS experiments.

Scheme 2
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A similar methodology has been used to examine site of protonation
and proton mobility in cis- and trans-l-butyl-3- and -4-dimethylaminocyclo-
hexanols and their methyl ethers (Schemes 3 and 4) [28]. Thus, while intramol-
ecular proton transfer cannot occur between G and H in Scheme 3, such a
process is possible for L and M, proceeding via N (Scheme 4).

An alternative way of addressing this issue is to carry out theoretical
modeling of the protonation process. If the theoretical modeling satisfactori-
ly reproduces the experimentally observed PA (or APA) for the thermody-
namically favored site of protonation (or deprotonation), then optimization
of all the key intermediates and transition states can provide valuable data on
the energetics for these processes. Even for a “simple” system such as glycine,
a full and detailed examination of the complete [M + H]+ potential energy
surface has not yet been published. A significant complication is that proto-
nation of glycine can occur at three possible sites [the amino (NH

2
) group, the

carbonyl oxygen (C=O) atom of the carboxyl group, or the hydroxyl oxygen
(OH) atom of the carboxyl group] and protonation at each site can yield a
multitude of conformations. With ever-increasing computational power and
sophiscated molecular modeling pro-grams, such studies are likely to appear.

Perhaps one of the biggest successes in the use of MS/MS for structure elu-
cidation has been in the sequencing of peptides via CID of their [M + H]+ ions.
To gain the most sequence information for peptides, a population of isomeric
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[M + H]+ ions in which protonation occurs at each of the sites required to
trigger cleavage of each peptide bond. It is unlikely that the ionization process
produces the required population of isomeric [M + H]+ ions, but that such a
population arises via CA-induced intramolecular proton transfer prior to frag-
mentation. This concept has been called the mobile proton model of frag-
mentation [29] (note that this is essentially a restatement of Bowie rule no. 3).

BOND WEAKENING VERSUS STRENGTHENING UPON PROTONATION OR
DEPROTONATION. Certain bonds are strengthened in a molecule upon proto-
nation or deprotonation, while other bonds are weakened. A classic example
involves protonation of the amide bond. When the carbonyl oxygen atom is
protonated, it leads to a shortening and concomitant strengthening of the
amide C-N bond. In contrast, N protonation of the amide bond results in
lengthening and weakening of the amide C-N bond.

Charge-Directed Fragmentation. A key questions is this: Once we have the
charge located at a particular site, how does the charge help induce fragmen-
tation? A number of factors play a role.

LEAVING GROUPS. The likelihood of a specific gas phase bond cleavage is
also dependent on another factor, viz. the nature of the leaving group (LG). For
[M + H]+ ions the LG is a neutral and thus a simple measure of the leaving
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In contrast, for [M – H]- ions the LG initially is an anion (which can
undergo further reaction—see Bowie rule no. 2) and a simple measure of the
order of these leaving groups is the anion proton affinity APA [Eq. (3)] (the
lower the APA, the better the leaving group). The gas-phase leaving-group
propensities for a few neutral and anionic leaving groups are listed in Table 3.

NEIGHBORING GROUP PARTICIPATION. Our discussion so far has
assumed simple bond cleavage. The situation can, however, be more complex.
In solution, cleavage of bonds is often induced by nucleophiles in either an
intermolecular or intramolecular fashion. The latter reactions are termed neigh-
boring-group participation reactions [32] and have been extensively studied and
reviewed [33]. In the gas phase, when reactive neutrals are absent, these neigh-
boring-group participation reactions can play an important role in cleavage
reactions. Indeed, some of the first observations of neighboring-group
effects in the gas phase involved loss of water from protonated alcohols [Eq.
(7)] [34].

Table 3 Measure of Leaving Group Ability in the Gas Phase
Neutral MCA Anionic APA
leaving group (kcal/mol)a leaving group (kcal/mol)b

H
3
N 104.3 H

2
N- 403.6

CH
3
OH 83.1 CH

3
O- 380.6

H
2
O 67.5 HO- 390.7

H
2
S 83.4 HS- 350.7

HC1 56.2 Cl- 328
aFrom Ref. 31.
bFrom Ref. 4.

group order in the gas phase is the methyl cation affinity (MCA) [Eq. (6)] [31].
The lower the MCA, the better the leaving group.
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lon–Molecule Complexes. Ion–molecule complexes (IMCs, also called
ion–neutral complexes and sometimes collision complexes) are important
intermediates in gas-phase ion chemistry (of both cations and anions). These
species consist of an incipient ion “coordinated” to a putative neutral. The
two components are not connected by a normal covalent bond, but instead
are “bound” together via ionic forces such as ion-dipole attraction. As we
noted above, IMCs play an important role in bimolecular ion-molecule reac-
tions; indeed the entrance and exit channels of many of these reactions are
IMCs. IMCs also are significant in unimolecular dissociation reactions, espe-
cially those involving rearrangement. This is because the components are free
to rotate about each other, thereby allowing reactions that would be geomet-
rically impossible if they were joined by a covalent bond. Although it can be
difficult to unequivocally prove the existence of a specific IMC (criterion for
their proof are reviewed by Bowen [8c]), it is convenient to rationalize the gas-
phase reactions of many organic and biomolecule ions as occuring via the
intermediacy of IMCs. We note that Bowie’s rule no. 2 highlights the impor-
tance of using IMCs to help rationalize fragmentation reactions.

4.  Toward a Predictive Model for MS/MS Fragmentation
Behavior of Protonated Organic Molecules

Using similar key physical organic concepts, Cheng and coworkers have devel-
oped a method for predicting the collision energy requirements and fragmen-
tation patterns for organic molecules [36]. The method assumes that there is
facile pro-ton movement among all possible protonation sites during CID and
that there is no reverse activation barrier for simple ionic bond dissociation so
the dissociation propensity can be predicted based on the analysis of the
energetics of the products and precursor. Their procedure involves the fol-
lowing steps:

Other examples of neighboring-group reactions include the competi-
tion between water [Eq. (8)] and ammonia [Eq. (9)] loss in amino alcohols and
amino acids, which has been probed as a function of chain length [35].
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1. The most likely bond cleavage locations are identified by examining
the functional groups of the organic molecule (some common exam-
ples were identified and these are shown in Scheme 5).

2. Model structures are selected for the precursor and products (for
each functional group).

3. the relative bond dissociation energies (RBDE) are estimated (for
each functional group) for the model structure using known or esti-
mated heats of formation and proton affinities (selected examples
were given, which are listed in Scheme 6).

4. RBDEs are corrected for possible intramolecular interactions.

The collision energy requirement is then determined by the lowest ener-
gy dissociation channel while the fragmentation propensities are determined
by the ranking of the RBDE value for each of the dissociating bonds. Using
microelectrospray on a triple quadrupole with Ar as collision gas (2-3 mTorr),
they applied this predictive model to more than 100 combinatorial library
compounds and found that this procedure correctly predicts 80% of the
major dissociation channels.

Scheme 5
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5.  Selected Examples of CID of Protonated and Deprotonated
Amino Acids

As noted above, a first step is to identify potential sites of protonation and
deprotonation within the molecule of interest in order to establish local pro-
ton affinities and acidities. Although the fragmentation reactions of the [M +
H]+ [37] and [M - H]- [38] ions of all of the amino acids have been examined,
we focus on only threonine and cysteine as illustrative examples.

[M + H]+ Ion of Threonine. There are three sites of protonation in thre-
onine: the amino group, the hydroxyl group, and the carboxylic acid group.
Labeling studies [using, for example, the methyl ester (R = CH

3
in Scheme 7)]

have identified two main fragmentation pathways: loss of the combined ele-
ments of ROH and CO to give the immonium ion H in Scheme 7 and loss
of H

2
O from the side chain. The latter loss can potentially proceed via two

mechanisms: a charge remote reaction to give C (Scheme 7), or a neighboring-
group mechanism to yield F (Scheme 7). Using a precursor ion in which all
the exchangable hydrogens have been replaced by deuterium atoms, MS/MS
studies reveal that D

2
O rather than HOD is lost, thereby favoring the neigh-

boring-group mechanism (Path B) [39a].

[M - H]- Ion of Threonine. The [M - H]- ion of threonine undergoes sev-
eral reactions under MS/MS conditions. Perhaps the most structurally diag-
nostic reaction of threonine and threonine-containing peptides is the loss of
acetaldehyde. A mechanism involving an elimination induced by intramolecu-
lar pro-ton transfer has been proposed [Eq. (10)] [38].

Scheme 6

Copyright © 2002 Marcel Dekker, Inc.



104 O’Hair

Scheme 7
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[M + H]+ Ion of Cysteine. There are three sites of protonation in cys-
teine: the amino group, the sulfhdryl group, and the carboxylic acid group.
Tandem mass spectrometry (MS/MS) on the [M + H]+ ion indicates two main
fragmentation pathways: loss of the combined elements of H

2
O and CO to

give the immonium ion (cf. H in Scheme 7) and loss of NH
3
. Studies utiliz-

ing MS3 (that is, MS/ MS/MS) reveal that the product ion from the latter is
an episulfonium ion and that this reaction proceeds via another neighbouring-
group mechanism [Eq. (11)] [39b].

[M - H]- Ion of Cysteine. A structurally diagnostic reaction for cysteine
and cysteine containing peptides is the loss of H2S from their [M - H]- ions.
A possible mechanism, induced by deprotonation at the a carbon of cysteine,
is shown in Eq. (11) [38].

6.  Sequencing of Peptides
Tandem mass spectrometry is replacing the Edman method as a sequencing
tool. Due to the fact that peptides possess both basic and acid functional
groups, they readily form [M + H]+ and [M - H]- ions under FAB, ESI, and
MALDI conditions, which can be subjected to CID to yield the partial or
complete sequence of the peptide.

Positive Ions. A nomenclature for positive sequence fragment ions is well
accepted and is shown in Scheme 8 for a tetrapeptide [40a]. The main types of frag-
ment ions are b ions (peptide cleavage with charge retention on the N-terminal
side) and y ions (peptide cleavage with charge retention on the C-terminal side).
Several studies have examined the mechanisms for forming sequence ions [40].
Harrison has shown that b,, ions (where n ≥ 2) possess oxazolone structures that
arise from neighboring-group attack by an amide carbonyl to facilitate cleavage of
the adjacent peptide bond (Scheme 9, X = O) [40b-40d]. One reason b

1
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Scheme 8
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ions are often not observed in MS/MS spectra is that these acylium ions can
be unstable with respect to CO loss with concomitant a

1
ion formation [40e].

Apart from sequence ions, there are some structurally useful fragmentations
due to side-chain cleavages, particularly for posttranslationally modified
residues such as methionine sulfoxide (which loses CH

3
SOH [40f]) and ser-

ine-O-phosphate (which loses H
3
PO

4
[40g]). Whether these latter reactions

proceed by neighboring-group mechanisms or other processes needs to be
established.

Negative Ions. Sequencing of peptides via MS/MS of their [M - H]- ions
has received much less attention, although Bowie has done extensive study on
the fragmentation mechanisms [41]. For tetrapeptides, the [M - H]- ions gen-
erally show two different collision-induced backbone cleavages, which allow
the determination of the amino acid sequence of the peptide. The first of
these involves the formation of the carboxylate anions of either constituent
amino acids or fragment peptides (Bowie has termed these a cleavages [31c]).
In the second, amino acids or fragment peptides are eliminated as neutrals
(Bowie has termed these cleavages [31c]). These classes of sequence ions are
related because they can be rationalized as arising from ion-neutral complex-
es, as shown in Scheme 10. In addition, there are a number of residues that
undergo characteristic side-chain fragmentations irrespective of their position
in the tetrapeptide, including Ser (which loses CH

2
O), Thr (which loses

CH
3
CHO), Cys (which loses H

2
S), Met (which loses CH

3
SH), Phe (which

forms the benzyl anion), Tyr (which loses OC
6
H

4
CH

2
), and Trp (loss of

C
9
H

7
N). However, there are also some residues that, when situated at the C-

terminal end of the peptide, promote pronounced fragmentation at the C-ter-
minal position which occurs to the exclusion of the normal backbone cleav-
ages. In a comparison study between CID of [M + H]+ and [M - H]- ions, it
was concluded that the data obtained from the negative-ion cleavages are ana-
lytically useful and are complementary those provided by the positive-ion
mode [41c].

7.  Directing Fragmentation of Peptides via Derivatization

Gaskell has cleverly exploited neighboring-group reactions to form modified
b

1
ions from N-terminal phenylthiocarbamoyl (PTC) derivatives of peptides

[42]. Low-energy collisional activation of peptide PTC derivative [M + 2H]2+

ions during electrospray tandem mass spectrometry results in highly favored
cleavage of the N-terminal peptide bond, yielding complementary b

1
ions and y

n-1
fragments. The apparently close mechanistic similarity between the gas-phase frag-
mentation reactions and the related condensed-phase Edman degradation process-
es can be readily understood by a neighboring-group attack by the nucleophilic
thiocarbonyl sulfur atom onto the adjacent peptide bond (Scheme 9, X = S), a
process directly related to that discussed for b

a
(where n≥2) ion formation in reg-

ular peptides (Scheme 9, X = O). Replacement of the PTC derivative
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Scheme 10
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by the pentafluoro-PTC analog results in similar fragmentation chemistry but
with preferential loss of the derivatized N-terminal residue as a neutral frag-
ment [42b]. This demonstrates that a judicious choice of derivatization pro-
cedure enables not only the direction of fragmentation but also of charge
retention.

8.  Sequencing of Oligonucleotides

There has also been considerable interest in the use of MS/MS to sequence
oligonucleotides. In a similar fashion to peptides, oligonucleotides possess
both basic (i.e., the nucleobase sites) and acidic (i.e., the phosphate sites) func-
tional groups. They readily form [M + H]+ and [M - H]- ions under ESI con-
ditions, which can be subjected to CID to yield the partial to complete
sequence information. The sequence ion nomenclature of McLuckey [43] has
gained widespread acceptance (Scheme 11).

Comparisons between MS/MS of the [M - H]- and [M + H]+ Ions of
Oligodeoxynucleotides. Under low-energy CID conditions in the ion-trap, similar
classes of ions, such as the base loss “nonsequence” and the w

n
“sequence” ions,

are observed in the MS/MS spectra of both the [M - H]- and [M + H]+ ions [44].
The key physical organic concepts discussed above can readily be used to pro-
vide mechanistic rationals for these fragmentation reactions. For the [M + H]+

ions the most likely site of protonation is at the nucleobase sites, which have the
higher proton affinity. Thus protonation at these sites acts as a “trigger” for
neutral base loss via El or intramolecular E2 mechanisms [44]. The order of
nucleobase loss for the [M + H]+ ions is C  > G  > A  > T. In contrast, for the

Scheme 11

Copyright © 2002 Marcel Dekker, Inc.



110 O’Hair

[M - H]- ions, the most likely site of deprotonation is at the most acidic sites,
namely the phosphate sites. Deprotonation at these sites exposes an anionic
oxygen base that facilitates charged anionic base loss via an intramolecular E2
mechanisms. Initial CID of the [M - H]- ions showed neutral base loss pre-
dominantly from the 5’ terminus, followed by the 3’ and internal positions in
the order A  > T  > G  > C. Notwithstanding the differences in mechanisms
between the [M - H]- and [M + H]+ ions, the net effect is the same with regard
to the subsequent formation of sequence ions. Thus loss of the 5’ base triggers
formation of the w

2
-type ion, loss of the internal base yields w

1
- and the (a

2
-

B
2
)-type ions, while 3’ base loss results in the formation of the (a

3
-B

3
)-type ion.

Using MS/MS and MS3 experiments the sequences of 64 trimer and 16
tetramer oligodeoxynucleotide were determined via CID of their [M - H]-

ions. In those cases where their sequences cannot be completely assigned,
CID of the [M + H]+ ions provides the required sequence information. This
illustrates the complementarity of MS/MS studies on both the [M - H]- and
[M + H]+ ions and suggests that sequencing strategies for oligodeoxynu-
cleotides should consider collecting MS” data on both charge types. Larger
oligodeoxynucleotides offer the potential for the formation of [M - nH]a- and
[M + nH]n+ ions and further work needs to be carried out on the effect that the
number of charges has on the formation of sequence and nonsequence ions.

9.  Applications in Determining Modified Oligodeoxynucleotides

Using a triple-quadrupole instrument, Iannitti and coworkers examined the
ESI/ MS/MS spectra of covalent adducts formed between the alkylating
agent hedamycin and small oligodeoxynucleotides. They found high sensitiv-
ity and fragmentation specificity in the analysis of drug-DNA adducts by elec-
trospray tandem mass spectrometry [45]. For example, while the MS/MS
spectra of [M - 2H]2- ions of unmodified d(CACGTG) resulted in nearly 30
different fragment ions (i.e., a lack of specificity), its covalent modified adduct
d(CACG*TG) (where G* represent the hedamycin-alkylated guanine residue)
yielded only 5 product ions, all of which involved loss of the alkylated gua-
nine residue (i.e., depurination).

Another study demonstrated the use of tandem mass spectrometry to
sequence a 7-mer oligonucleotide that had been adducted with the benzene
metabolite p-benzoquinone [46]. The use of collision-induced dissociation of
oligonucleotide ions of differing charge states enabled different fragmenta-
tion pathways to be observed, as did the use of differing collision energies in
the collision cell, allowing the carcinogen-adducted oligonucleotide to be fully
sequenced.

The fact that alkylation of a nucleobase can aid in depurination in the gas
phase has been used by Marzilli et al., who have developed a novel method to map
guanine bases in short oligonucleotides via in situ guanine-specific methylation
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followed by gas-phase fragmentation reactions [47]. Thus CID of the
monomethylated oligonucleotide strand promotes rapid depurination and fur-
ther collision (MS3) of the apurinic oligonucleotide leads to preferential
cleavage of the back-bone at the site of depurination.

V.  ION-MOLECULE REACTIONS
AS STRUCTURAL PROBES

Gas phase ion-molecule reactions are complementary to CID reactions and
are gentler structural probes because if these reactions are carried out at room
temperature, the only energy available is the thermal energy plus the ion-neu-
tral complexation energy. Most ion-molecule reactions are directed by the
charge site (exceptions include the reactions of radical sites in distonic ions
[67] and McLuckey’s HI adduction to [M + H]+ ions of peptides [52]). As we
noted when discussing sites of protonation and how these effect fragmenta-
tion reactions, simple biomolecules such as amino acids and peptides have
multiple sites of reactivity and these may also play a role in ion-molecule reac-
tions [48]. Unlike CID reactions, where only charged precursors are involved,
for ion-molecule reactions, the biomolecule can be charged (either an anion
or a cation) or neutral. If the bimolecule is charged then its companion in an
ion-molecule reaction will be a neutral chemical reagent. Conversely, if the
bimolecule is neutral, then a charged chemical reagent will be required to
induce an ion-molecule reaction. Many chemical reagents that have been suc-
cessfully used to probe structures of biomolecules in the condensed phase are
used because they employ site-specific reactions. How might this be achieved
in a gas-phase ion-molecule reaction? If the biomolecule is a small neutral sys-
tem, then regioselectivity for the reaction will depend on both the nature of
the chemical reagent and the relative nucleophilicities of the various sites
within the biomolecule (the reactivity of less reactive sites can be probed by
moderating the reactivity of the most reactive sites). In charged biomolecule
systems, the mode of reaction will depend on both the type of chemical
reagent (is it a base or acid? does it have electrophilic sites?) as well as the
nature of the charge site (is it protonated or cationized by a metal ion or is it
deprotonated?). Note that a key factor for charged biomolecules is the loca-
tion of the charge (for some reactions the charge could be in the wrong
place!).

Some of the reactions that have been studied are shown in Table 4.
While the area of gas phase ion-molecule reactions of biomolecules is still in
its infancy, it is interesting to note that some regioselective reactions have been
developed; thus reactions that target either the N-termius [61] or C-termius
[62] of peptides have been identified. Ion-molecule reactions that offer the
potential to sequence peptides have also been examined [59,60].
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Table 4 Gas-Phase Ion-Molecule Reactions of Biomolecules
Chemical Form of
reagent Type of biomolecule biomolecule Type of reaction Reference
Base (e.g., Et

3
N) Nucleobases [M + nH]n+ Deprotonation 49

Amino acids, peptides, and proteins
Acid (e.g., CF

3
CO

2
H) Nucleic acids [M - nH]n- Protonation 50

Peptides and proteins
XD Nucleobases, nucleic acids [M + nH]n+ H/D exchange 49,51

(X=DO
2
D

2
N, etc.) Amino acids, peptides, and proteins [M - nH]n-

HI Peptides and proteins [M + nH]n+ HI adduction 52
[A + H]+(A = CH

4
, etc.) Amino acids, peptides M Proton transfer induced dissocia- 53

tion (CI)
H

3
N Peptides [M + H]+ Endothermic proton transfer in- 54

duced dissociation
(CH

3
)

2
X+(X=C1, Br) Nucleobases M S

N
2 methylation 55

Amino acids
(CH

3
)

3
SiCl Nucleic acids [M - nH]n- S

N
2(Si) 56,57

Peptides
CH

3
OCH

2
+ Amino acids, peptides M Formation of [M + CH]+and 58

[M + CH
3
]+

CH
3
OCH

2
+ N-acetylated peptides M Peptide bond cleavage 59

CF
3
COSEt Peptides models [M - H]- Peptide bond cleavage [eq. (1)] 60

(CH
3
)

2
CO Simple peptides [M + H]+ Identification of N-terminus via 61

Schiff ’s base formation
CF

3
COSMe Peptides [M - H]- Identification of C-terminal 62

carboxylate
(CX

3
CO)

2
O (X=H, F) Peptides [M H]- Identification of C-terminal 62

carboxylate
RC(O)+(R=CH

3
, Ph) Nucleobases, amino acids, and M Formation of [M + RCO]+and 63

peptides cleavage reactions
(CH

2
)

2
X+(X=C1, Br) Amino acids M Alkylation 64

NO+ Amino acids M Hydride transfer 65
H

2
O Nucleic acids [M - nH]n- Hydration 66

Amino acids, peptides [M + nH]n+
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A very interesting reaction in terms of its broad applicability involves
the reaction of [M + nH]n+ ions of small peptides or even proteins with
hydroiodic acid (HI) [52]. In small peptides this reaction can be used to
“count” the number of basic residues [52a,52b], but in larger systems the
three dimensional structure of the [M + nH]n+ ion can limit the availability (or
exposure) of basic sites to reactivity with HI. Indeed, the kinetics of attach-
ment of hydroiodic acid (HI) to the (M + 6H)(6+) ions of the native form of
bovine pancreatic trypsin inhibitor (BPTI) exhibit distinctly nonlinear (pseu-
do-first-order) reaction kinetics, indicating two or more noninterconverting
structures in the parent ion population. In contrast, the reduced form shows
very nearly linear reaction kinetics. Both forms of the parent ion attach a max-
imum of five molecules of hydroiodic acid, which is expected based on the
amino acid composition of the protein (there is a total of 11 strongly basic
sites in the protein: 6 arginines, 4 lysines, and 1 N-terminus; thus an ion with
protons occupying 6 of the basic sites has another 5 available for hydroiodic
acid attachment). A key difference is that the kinetics of successive attach-
ment of HI to the native and reduced forms of BPTI differ, particularly for
the addition of the fourth and fifth HI molecules. A very simple kinetic model
was developed, which describes the behavior of the reduced form reasonably
well, suggesting that all of the neutral basic sites in the reduced BPTI ions
have roughly equal reactivity. In contrast, the behavior of the native ion is not
well described by this simple model. Thus the HI reaction kinetics appear to
have potential as a chemical probe of protein ion three-dimensional structure
in the gas phase. Hydroiodic acid attachment chemistry is significantly differ-
ent from other gas-phase chemistries used to probe three-dimensional struc-
ture (e.g., H/D exchange) and thus yields complementary information.

VI.  POTENTIAL PITFALLS IN ESI/MS

Electrospray ionization mass spectrometry (ESI/MS) has proven to be an
extremely versatile and useful tool in examining precharged and readily ion-
izable species [68]. It is easy to overlook that during the desolvation process,
ions are transferred from the solution phase to the gas phase and at some
intermediate gas phase regime, the previously innocuous solvent molecules
become reactive entities that can change the ion structure. This can become
a significant problem when fragile charged species undergo “in source” CID
and/or ion-molecule reactions. A recent example from our laboratories
(Ivan Vrionis and Richard A. J. O’Hair, unpublished observations) high-
lights this problem. Figure 3 shows the ion abundances for ESI-generated
ions from a solution of the diazonium salt p-BrC

6
H

4
N

2
+BF

4
- in methanol

as a function of the tube lens offset potential in an ion-trap mass spec-
trometer. The tube lens region is the key region where ions continue to
be desolvated prior to transferal to the octapole ion guide for subsequent
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mass analysis via the quadrupole ion trap. By setting the mass analyzer at a
specific m/z value, the effect of the tube lens voltage on the ion abundance
of that ion can be ascertained. An examination of Fig. 3 reveals that the abun-
dance of p-BrC

6
H

4
N

2
+ ion (A) peaks at about –20 volts and then decreases

(note that at low voltages essentially only p-BrC
6
H

4
N

2
+ ion is observed). As the

abundance of p-BrC
6
H

4
N

2
+ ion decreases, other ions are observed, as

shown in the mass spectrum in Fig. 4. The ion abundance of one of these
ions, p-BrC

6
H

4
OH+ (G), has been examined as a function of the tube lens

voltage (Fig. 3) and it is clear that as the ion abundance of (A) decreases,
that of (G) increases. A similar situation occurs when acetonitrile is used as
the solvent and the complex gas-phase chemistry that leads to the mass
spectrum shown in Fig. 4 has been unraveled using detailed MS/MS exper-
iments and ion-molecule reactions and is summarized in Scheme 12. Briefly,
the diazonium ion readily loses N

2
to form a phenyl cation (B), which is

highly reactive toward nucleophiles, including the ESI solvent acetonitrile as
well as traces of adventitious water. The high exoethermicity of bond for-
mation via addition of nucleophiles is sufficient to break other bonds
homolytically to yield radical cations, including the distonic ion (D) and (I).

Figure 3 Ion abundances as a function of tube lens voltage in the ESI/MS.
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Figure 4 In-source CID of P-BrC6H4N2+ in tube lens region of the LCQ
followed by ion-molecule reactions with reactive gases derived from the ESI
solvent (CH3CN). Ions are labeled according to Scheme 12.

Copyright © 2002 Marcel Dekker, Inc.



116 O’Hair

VII.  NONCOVALENT COMPLEXES

The fact that ESI/MS can be used to observe noncovalent complexes of bio-
macromolecules from solution has been ascribed to the “gentle nature” of the
electrospray process [69b,69c]. An extremely attractive aspect of ESI/MS is
that the stoichiometry of the complex can be easily obtained from the result-
ing mass spectrum because the molecular weight of the complex is measured
with the additional benefits of speed and sensitivity [69]. It is beyond the
scope of this chapter to critically examine whether the ions observed in
ESI/MS truly reflect solution phase binding phenomena. The reader is direct-
ed to several reviews that have examined the key experimental variables
(including ESI source and inter-face conditions) [69]. Thus Smith has paid
attention to methods for distinguishing, and conditions for avoiding, artifacts
due to gas-phase complexes that can arise from nonspecific associations and
aggregation due to ESI processes [69c]. Clearly this is an attractive potential
for drug discovery in terms of rapid affinity screening of combinatorial
libraries and conducting competitive binding studies. Once again, the ultimate
analytical usefulness will depend on a thorough under-standing of fragmenta-
tion reactions and gas-phase ion-molecule reactions. Some recent highlights
on these two fronts are described below.

A.  Unusual Fragmentation Processes

A study of the activation energies for dissociation of double-strand oligonu-
cleotide anions has examined the dissociation kinetics of a series of comple-
mentary and noncomplementary DNA duplexes, (TGCA)(2)(3=),
(CCGG)(2)(3=), (AATTAAT)(2)(3 =), (CCGGCCG) (2)(3 =), A(7)•T-7(3 =),
A(7)•A(7)(3 =), T-7• T-7(3=), and A(7)•C-7(3=) using BIRD in FT-ICR [70].
Apart from evidence for Watson-Crick base pairing in vacuo, this study
revealed two competing classes of reactions of the duplexes: cleavage of the
noncovalent bonds to form the individual monomers (i.e., single strands) and
cleavage of covalent bonds leading to loss of a neutral nucleobase followed
by backbone cleavage producing sequence-specific (a = base) and w ions. As
might be expected for Watson-Crick base pairing, the latter reaction is “shut
down” for the complementary system A(7)•T-7(3=), but was particularly pro-
nounced for the noncomplementary A(7)•A(7)(3=) and A(7)•C-7(3=) dimers.

This notion that covalent bonds of the individual components of a com-
plex can be broken in preference to the noncovalent bonds that hold together a
noncovalent complex has been cleverly exploited to probe the nature of the bind-
ing of libraries toward an RNA model system [71]. Thus, high-resolution MS was
used to quantitatively identify the noncovalent binding interactions between mix-
tures of aminoglycosides and multiple RNA targets simultaneously. In addition to
determining binding affinities, the locations of the binding sites on the RNAs were
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identified from a protection pattern generated by fragmenting the aminogly-
coside–RNA complex. Specific complexes were observed for the prokaryotic
rRNA A-site subdomain with ribostamycin, paromomycin, and lividomycin,
whereas apramycin preferentially formed a complex with the eukaryotic sub-
domain. Differences in binding between paromomycin and ribostamycin were
probed using an MS/MS protection assay. The impact of specific base sub-
stitutions in the RNA models on binding affinity and selectivity was exam-
ined. It was found that binding of apramycin to the prokaryotic subdomain
strongly depends on the identity of position 1408, as evidenced by the selec-
tive increase in affinity for an A1408G mutant. An A1409–G1491 mismatch
pair in the prokaryotic subdomain enhanced the binding of tobramycin and
bekanamycin. These observations demonstrate the potential of MS/MS
based methods to provide molecular insights into small molecule–RNA inter-
actions useful in the design of selective new antimicrobial drugs.

B.  Ion–Molecule Reactions

Chemical reagents have been used in solution to “footprint” sites of interac-
tion in noncovalent complexes. Only a limited set of studies have been per-
formed in the gas phase using ion–molecule reactions between a charged non-
covalent complex and various neutral reagents [72,73]. They can be classified
into two areas: H/D exchange reactions [72] and ligand switching reactions
[73]. Recent results in these two areas are discussed below.

1.  H/D Exchange

The handful of studies in this area show contrasting mechanisms of exchange
in the complexes. Thus Lebrilla was the first to examine the hydrogen/deu-
terium exchange reactions of a complex between a protonated amino acid and
a monosaccharide. Rate constants were determined and compared for com-
plexed and uncomplexed amino acids and the overall rate constant, which cor-
responds to exchange of a specific number of hydrogens, was deconvoluted
to yield site-specific rate constants. Comparisons of these site-specific rate
constants revealed that complexation of amino acids with saccharides signif-
icantly decreases the rate constants of the exchange [72a]. Beauchamp
observed a similar inhibition of H/D exchange for crown ether attachment
to protonated ethylenediamine and 1,4-diaminobutane [72b]. These results
suggest that if one partner in the complex “shields” the charge site from the
other, then H/D exchange is inhibited.

In contrast, simple proton bound dimers [A + H + B]+ show an
enhancement (i.e., catalysis) for H/D exchange over their corresponding
monomers. This has been shown for simple symmetrical dimers of amines
[72c], homo- and heterodimers between sarcosine and glycylglycine [73d], and
for the antibiotic–peptide complexes [72e].
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2.  Ligand Switching Reactions

Lebrilla has developed a “chiral mass spectrometry” method that has poten-
tial to determine enantiomeric excess of mixtures. The method involves an
ion–molecule reaction between a neutral amine and a noncovalent charged
complex (formed via ESI) consisting of a selector (cyclodextrin) and the
desired selectand (chiral substrate, typically an amino acid). The protonated
selector–selectand complex undergoes a guest–ligand exchange reaction with
the amine. The rate of this reaction is sensitive to the chirality of the bound
selectand and thus can be used to the quantify enantiomeric excess of other
mixtures using suitable calibration curves.

VIII.  CONCLUSIONS

Taking advantage of the ever-increasing opportunities that mass spectrome-
try affords in drug discovery requires an appreciation of the fundamental uni-
molecular and bimolecular gas phase chemistry of ions. This chapter has
attempted to draw the reader’s attention to a number of important physical
organic concepts that can be applied to understanding the fragmentation reac-
tions of organic ions and ions derived from small biomolecules under
MS/MS conditions. The potential for ion–molecule reactions as structural
probes has been described and recent developments in the analysis of non-
covalent complexes using MS/MS techniques and ion–molecule reactions
have also been highlighted.
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I.  WHY SHOULD SEPARATIONS BE DONE PRIOR TO
MASS SPECTROMETRY?

The simplest justification for conducting separations prior to mass spectrom-
etry (MS) is because we must, like it or not. Even the most avid proponents
of mass spectrometry will concede that separations are often necessary prior
to mass spectrometric analysis: The mass spectrometer is incapable of direct-
ly determining every analyte in all possible types of samples. An efficient
chromatographic separation prior to atmospheric pressure ionization (API)
mass spectrometry can add many valuable aspects, including improved linear-
ity and accuracy; better sensitivity; and, in the case of coeluting metabolites or
related substances, better assay selectivity. In fact, the importance of liquid
chromatography (LC) compared to mass spectrometry in the LC/MS experi-
ment is a matter of perspective. For the mass spectrometrist, the LC step may
be regarded as part of a preparative procedure required for sample cleanup.
For the chromatographer, the mass spectrometer functions only as an expen-
sive and high-maintenance detector for complex separations of metabolites
and impurities from the peak of interest. Regardless of perspective, the main
goal of this chapter is to describe how to effectively use LC/MS when
addressing analytical problems in pharmaceutical drug discovery.

Several excellent reviews and books on the development of LC/MS have
already been written [1–13] and are recommended as resources. The applications
of liquid chromatography to mass spectrometry, using techniques such as particle
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beam, thermospray ionization, or the monodisperse aerosol generating inter-
face, are not discussed because the majority of most experiments today utilize
either electrospray or atmospheric pressure chemical ionization (APCI) tech-
niques. There is a vast array of reference materials available regarding liquid
chromatography and method development [14–18]. These should be read
with the under-standing that many mainstream LC techniques are not direct-
ly applicable to atmospheric pressure ionization LC/MS.

A.  Mass Spectrometric Selectivity

As described in Chapter 3, one of the primary advantages of mass spectrom-
etry is the selectivity provided by the selected reaction monitoring or multiple
reaction monitoring (SRM/MRM) experiment. By monitoring not only the
specific precursor mass of the ion of interest but also a characteristic prod-
uct ion, interference from other components within the sample can be elimi-
nated in most cases. This selectivity also provides increased sensitivity by
reducing the chemical noise produced by ions arising from the sample matrix,
mobile phase, and impurities. The development of multicomponent proce-
dures for such analytical procedures as cassette dosing (Chapter 11) or simul-
taneous identification and quantitation of metabolites is possible primarily
because of this selectivity. Traditional HPLC/UV and fluorescence detectors
suffer primarily from limited selectivity and susceptibility to sample interfer-
ences. An example of this is shown in Fig. 1, which contains chromatograms
of a low-molecular-weight compound detected by either mass spectrometry
or UV absorbance. An intense analyte peak eluting at approximately 1 min is
observed with MRM/MS detection (Fig. la), whereas extensive interferences
and broad sloping backgrounds are observed within that same retention time
window at 250, 220 or 210 nm (Figs. lb–1d). In some ways, LC/MS allows for
greater flexibility in chromatographic development because endogenous
matrix components can coelute with the analyte, yet not interfere, as long as
these components possess unique precursor-product masses.

B.  Ion Suppression and Effects on Ionization

One of the most undesirable processes that can occur during atmospheric
pressure mass spectrometric analysis is a nonlinear decrease of ionization by
sample or mobile phase. This ion suppression, or ionization suppression, is an effect
whereby the extent of ionization for an analyte is decreased due to competition
between analyte and sample matrix components within the atmospheric pressure
ion source. Studies have shown ion suppression to be a somewhat proportional
effect [19]. That is, a quasilinear relationship is observed between the amount of
salt present in a sample and the loss of analyte molecular ion signal until a limit-
ing amount of salt is reached, whereby the response is constant with increasing
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amounts of salt added. If the analyte is not sufficiently separated from these
endogenous materials, significant decreases in signal intensity can be
observed. Additionally, ion suppression will occur when an excessive concen-
tration of salts, buffers, acids, detergents or ion pair reagents are present. Ion
suppression is caused by different mechanisms in APCI and electrospray.
During electrospray ion formation, excessive charge buildup on the surface of
the droplet may prevent desorption of analyte molecular ions. In contrast,
during APCI ion formation, gas-phase cationization mechanisms can com-
pete with (M + H)+ or (M – H)– pathways.

Figure 1 Comparison of UV versus MS detection. Compound prepared using
liquid-liquid extraction with MTBE, 1000 ng/mL in rat plasma. Symmetry
C18 3.5 µm, 2.0 X 50 mm, 0.2 mL/min, 50/50 ACN/0.1% formic acid,
Micromass Quattro II, electrospray ionization. (A) MRM/MS detection, (B)
250 nm, (C) 220 nm, (D) 210 nm.
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C.  Effective Remedies for Ion Suppression

Chromatographic separation of the analyte from the solvent front or void
volume provides the most effective means of eliminating or reducing sample
derived ion suppression. The void volume is defined as the volume of mobile
phase required for nonretained components to travel through the HPLC sys-
tem from the injector, through the column, and ultimately to the mass spec-
trometer detector. Using the following equation:

Flow rate X void time = void volume
void volume can be determined using markers such as CsI, glucose, or NH

4
NO

3

[20]. Capacity factors between 2 and 5 are recommended when trying to minimize
ion suppression effects in LC/MS. Additionally, sample cleanup can eliminate
many undesirable sample components, including extracellular material, lipids, and
proteins. The use of LC/MS in bioanalytical assays requires greater attention
when separating analytes from the void volume to eliminate problems related to
ion suppression. Refer to Chapter 6 for further details on sample preparation.

Quantitative errors resulting from ion suppression can be corrected in two
ways: (1) Remove the cause of ion suppression or (2) compensate for ion sup-
pression. The easiest way to avoid ion suppression is to remove its cause, which is
where good separation plays a critical role. Because inorganic salts, the major cause
of ion suppression, elute quickly in reverse-phase HPLC systems, significant
reductions in ion suppression can be achieved by moving analyte peaks away from
the solvent front. In a similar fashion, decreasing the injection volume can sometimes
increase signal intensity. If ion suppression effects are manageable, improved
quantitative performance can be obtained by compensating for inter-sample vari-
ability through use of a stable label internal standard, which is discussed later.

II.  REQUIREMENTS FOR DEVELOPING EFFECTIVE LC/MS
METHODS

A.  Mobile-Phase Requirements

Mobile-phase degassing is an important step in the LC/MS experiment and
can be accomplished via on-line membrane or vacuum devices, sonication,
helium sparging or as part of the mobile-phase filtration step. Degassing will
eliminate pump cavitation, ensure reproducible retention times and minimize
possible sputtering from the ion source.

1.  Organic Components

Acetonitrile and methanol are almost exclusively chosen in LC/MS methods as
organic mobile-phase components. Methanol has a greater gas-phase acidity, po-
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larity, and volatility than acetonitrile and may be preferred for some types of
separations. In positive ion mode, methanol has been shown to deliver 10 to
50% better sensitivity than acetonitrile, while in negative ion mode there is lit-
tle difference in sensitivities for most analytes [21]. A typical mobile phase to
start the experiments can be 90/10 mixtures of MeOH/H

2
O or ACN/H

2
O

and can be varied until the desired capacity factor is achieved. Although there
is a small chance for methanol:analyte adduct formation, methanol is often
the solvent of choice in LC/MS because higher percentages of this solvent in
the mobile phase will give equivalent chromatographic capacity relative to the
same percentage of acetonitrile. For example, 50% acetonitrile gives the same
elutropic strength as 60% methanol. Higher organic composition is desirable
in LC/MS due to improved effluent evaporation at a given temperature, there-
by decreasing the back-ground.

Ethanol, 2-propanol, and tetrahydrofuran are less frequently used as
mobile-phase components. Toluene, hexane, benzene, cyclohexane,
dichloromethane, and carbon tetrachloride have been used for normal-phase
separations [22–24] although many of these organic solvents require addition
of more polar solvents for good ionization. Normal-phase HPLC solvents are
compatible with LC/MS and generally pose no threat of fire or explosion in
the nitrogen atmosphere that blankets the ion source. These solvents are often
more effective when used with APCI rather than electrospray because as a sol-
vent-mediated ionization process, electrospray will only produce an ion beam
if preformed ions are present. Also, if air is allowed to enter the ion source as
a result of loss of nitrogen pressure, it is possible to damage the components
of the instrument vacuum region due to mobile-phase oxidation.

2.  Aqueous Components

Careful choice of an appropriate acid or buffer will help ensure success in the
LC/MS experiment. Nonvolatile aqueous components, whether salts, acids,
bases, or buffers, will greatly decrease and even prevent the detection of ana-
lyte ions. These nonvolatile buffers can also foul ion sources and vacuum
regions of mass spectrometers. Nonvolatile phosphate or citrate buffers are
strongly discouraged for both ionization and practical reasons. Although
many instrument manufacturers have developed ion sources rugged enough
to tolerate deposition of nonvolatile components, frequent cleaning is often
necessary. Ion suppression and de-creased sensitivity will also be observed
when nonvolatile buffers are used. In most cases, volatile acids or buffers can
be substituted for more traditional HPLC choices.

3.  Buffers

Ammonium acetate or formate buffers can be used with concentrations ranging
from 2 to 50 mM, although a maximum concentration of 10–20 mM is recom-
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mended to avoid ion suppression. The acceptable buffer concentration that
does not adversely affect ionization has been observed to be highly com-
pound dependent. A useful rule of thumb is to use as low a concentration of
buffers as possible to give reasonable chromatographic performance [21].

Buffers should be chosen such that the pH of the mobile phase falls
within the buffer’s natural pK

a
range for maximum buffering capacity. For

example, the pK
a
of acetate buffer is 4.8, with a range 3.8–5.8; the useful pH

range for formate buffers is 2.8–4.6. Buffer capacity outside of these ranges
is limited, particularly at lower concentrations. N-methyl morpholine may be
used at higher pH ranges and has shown utility in improving sensitivity and
chromatographic peak shape for negative ion APCI analysis [25]. Ammonium
adducts can be observed in positive ion mode and formate or acetate adducts
in negative mode at higher buffer concentrations. Adduct formation is detri-
mental only in that it can cause greater variability and loss of detection sensi-
tivity for the analyte. These adducts can sometimes be destroyed by increas-
ing the source temperature, voltage, or both.

4.  Acids and Bases

Formic or acetic acid concentrations of 0.1–1% (v/v) are recommended
when preparing low pH mobile phases to enhance ionization in electrospray.
Trifluoroacetic acid is preferred for protein and peptide separations but
should be avoided when negative ion mode is utilized. Ammonium hydroxide,
or, in rare cases, triethylamine, are recommended for high pH mobile phases.

For basic compounds, 0.1% acid should be mixed with the organic com-
ponent, whereas water or neutral buffer should be used for neutral or acidic
species. The previously discussed buffers can be used as the aqueous compo-
nent to improve peak shape and resolutions by providing greater control of pH.

B.  Mobile-Phase Components That Are Not
Recommended

Certain types of traditional LC mobile phase additives should be avoided due
to nonvolatility and ion suppression effects. Mobile-phase related ion sup-
pression will not depend on the analyte proximity to the solvent front, or
capacity factor. These additives include detergents; surfactants; ion pairing
agents; inorganic acids such as sulfuric, phosphoric, hydrochloric, and sulfon-
ic acids; nonvolatile salts such as phosphates, citrates, and carbonates; strong
bases; and quaternary amines. Complete suppression of ionization as well as
interferences in both positive and negative ion mode will occur when these
agents are utilized.

Tetrahydrofuran usage is discouraged as a major mobile-phase component
in LC/MS. Safety concerns due to flammability and peroxide formation restrict
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usage of this solvent in heated nebulizer ion sources. Additionally, mobile-
phase solvents containing high percentages of tetrahydrofuram will cause
PEEK tubing, commonly used in LC/MS plumbing, to swell with extended
usage and often degrade polymeric components in HPLC seals and valves.
However, tetrahydrofuran is commonly used as a mobile phase for HPLC
[26,27] and has been coupled with mass spectrometric detection [28]. In some
experiments, a dilute solution of NaI in methanol was added postcolumn to
allow analyte cationization. Common sense should prevail when tetrahydro-
furan is considered as a mobile-phase component; up to 10% can be used,
with care, to effectively alter chromatographic selectivity.

Table 1 summarizes the commonly used and recommended LC mobile-
phase components as well as those that should not be used.

C.  Useful HPLC Column Dimensions and Parameters
1.  Flow Rates

The initial impulse of an analyst conducting an LC separation with mass spectro-
metric detection can be to use the analytical column, mobile-phase, and flowrate

Table 1 Recommendations for LC/MS Mobile-Phase Preparation
Recommended Not recommended/highly

discouraged
Organic solvents Acetonitrile, methanol, ethanol, THF

isopropanol, dichloro-
methane

Normal phase: toluene, hexane,
benzene, cyclohexane carbon
tetrachloride

Buffers Ammonium acetate, ammo- Phosphate, citrate, carbonate
nium formate, triethylammo-
nium acetate (10 mM)

Acids Acetic acid, formic acid, triflu- Sulfuric acid, perchloric acid,
oroacetic acid (positive ion phosphoric acid, hydrochlo-
mode only) ric acid, sulfonic acids

Bases Ammonium hydroxide Quaternary amines, strong
bases, generally triethyl-
amine

Other components Detergents, surfactants, ion
pairing agents, nonvolatile
salts
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conditions from an LC/UV method. As discussed above, mobile-phase com-
ponents should be carefully considered in light of their mass spectrometric
compatibility. Additionally, the flow-rate requirements of electrospray versus
APCI should be considered. Atmospheric pressure chemical ionization can be
operated at flow rates from 0.1 to 2 mL/min and provide optimum sensitivi-
ty at ~1 mL/min, whereas electrospray is better suited to flow rates in the
range of 10–500 µL/min and is optimal at ~200 µL/min. Flow-rate limits for
electrospray are defined by source design; some instruments operate well up
to 1 mL/min, provided nebulizer gas temperatures and gas flow rates are pro-
portionally increased. Optimized flow rates can be achieved by splitting the
LC effluent prior to introduction into the mass spectrometer or by decreasing
overall flows concurrent with decreased column dimensions. Splitting can be
accomplished by diverting part of the LC flow to an additional detector or
waste.

Column manufacturers have developed a wide range of column bore
size, length, and column packing particle size to accommodate the increased
demand for smaller and more efficient columns. The column bore size will
dictate the appropriate flow rate and can be tailored to meet the analyst’s
needs. Table 2 lists the general column bore size (inner diameter, or i.d.) and
appropriate flow rates.

D.  Column Dimension Trade-Offs

Decreasing the size of the column inner diameter will increase sensitivity
compared to analytical columns when all other parameters are kept constant and
the system is not limited by extracolumn band broadening. The injection volume
should also be proportionally decreased to minimize any band-broadening effects.
Because overall sensitivity is increased, interfering as well as analyte peaks will
increase in intensity. The extracolumn volume within an HPLC system will have
greater effect on band broadening for smaller bore columns, which will decrease
resolution between peaks. One disadvantage to using smaller columns is loss of

Table 2 Column and Flow Rate
Parameters
Column i.d. (mm) Flow rate
Capillary <10 mL/min
1.0 40–50 µL/min
2.1 0.1–0.5 mL/min
3.0 0.5 mL/min
4.6 1.0 mL/min
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ruggedness because smaller columns will clog more rapidly from “dirty” sam-
ples. Use of a guard column prior to the analytical column will help reduce
column replacement costs and prolong column lifetimes. For greater chro-
matographic capacity and resolution, the column length can be increased at
the price of longer run times.

One of the more impressive advantages of LC/MS is that less resolu-
tion and selectivity are required from the LC separation. For assay methods
involving complex matrices such as plasma, the separation of analyte from
matrix components is not as critical, so the separation can be much shorter.
Assay methods requiring 15 to 20 min with LC/UV or fluorescence can be
shortened to only a few minutes. Methods that previously required large num-
bers of theoretical plates and long (25-cm) analytical columns can now be
implemented with less resolution and shorter (1- to 15-cm) columns.

E.  Simple Strategies for Choosing an Appropriate HPLC
Column

Once again, the wide depth and breadth of knowledge regarding HPLC
method development and assay optimization available in the literature cannot
be covered here. The first suggestion is to check the literature for well-docu-
mented assays of known or related compounds. In many cases, the method
used for HPLC/UV provides a helpful starting point for LC/MS methods
with the same compound. In the interest of brevity, method development dis-
cussions are limited to reverse-phase separations. The unique requirements of
normal phase and chiral chromatography are best discussed in other forums.

The first step in selecting a column for LC/MS analysis, once the col-
umn size has been determined, is to consider the analyte molecule’s charac-
teristics, such as hydrophobicity/hydrophilicity, pK

a
(s), or salt form. For

hydrophobic compounds, the traditional C
18

column allows selectivity for
polar versus nonpolar compounds. Column manufacturers have made signif-
icant progress and refinements of manufacturing techniques for uniform
high-surface-area supports. Shorter chain packings such as C

8
or C

4
present

fewer hydrophobic surfaces for interaction with analyte molecules. Aromatic
compounds may be well suited for analysis by phenyl columns, which allow
separation via π-π* interactions. Cyanopropyl columns allow the greatest
degree of separation for polar compounds, although they generally are less
rugged and reproducible from column to column than other reverse-phase
columns.

Assay sensitivity can often be an issue, even with LC/MS. Some ways to
improve sensitivity in LC/MS center on the composition of the mobile phase. A
mobile phase that is high in organic content can be readily volatilized and pumped
away in the atmospheric pressure region, which lessens the mass spectral back-
ground and improves the signal-to-noise ratio. Also, chromatographic peaks that
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are rapidly eluted from the column (k’ of 1 to 3) are much narrower than
those with longer retention. From this perspective, it is therefore useful to run
mobile phases high in organic content.

To gain adequate retention with high organic mobile phases, highly
retentive columns should be selected initially. These columns are characterized
by high carbon loads and are usually C

18
-sorbent material. Some widely avail-

able, high-retention column packing media include Jsphere C
18
, Adsorsphere

C
18
, Alltima C

18
, Symmetry C

18
, and Zorbax XDB C

18
, although other useful

varieties are also available.
In many cases, the quality of the column is dictated by a combination of

manufacturing factors such as silica particle size, batch reproducibility, and
surface pore size. Chromatographers agree that the additional price of pur-
chasing columns with rigorously controlled characteristics is well worth the
cost in terms of time savings and decreased frustration.

F.  Silanol Effects and Solutions

Although bonded silica-based chromatographic media are the most efficient
and versatile packing materials currently available, they are not without prob-
lems. One important feature of these materials is the presence of silanol func-
tional groups in the silica backbone. Because these silanol groups are present
in all silica (monomeric as well as polymeric) and because it is not possible to
deactivate all of them through endcapping, silanol activity can dramatically
affect separations. In reverse-phase separations this so-called secondary inter-
action primarily occurs in the form of mixed mechanism retention, a combi-
nation of reverse-phase partitioning and ion exchange [29–31]. If controlled
and utilized, silanol-derived cat-ion exchange can allow greater chromato-
graphic retention and selectivity for amine-containing analytes. If not cor-
rectly controlled, silanol effects will lead to peak tailing, variable retention, and
loss of chromatographic efficiency.

The number and nature of unreacted surface silanols affects the char-
acter of a stationary phase. Initially free, geminol or associated silanols are
minimized through a process known as endcapping, which bonds various
species to the residual silanols. Hydrophilic endcaps or bulky “steric” endcaps
that separate the hydrocarbon chains and prevent analyte interaction with the
silica surface can be used. If residual silanols are left unreacted (and some always
are), the analyte will be separated based on a combination of interactions with
both the reverse-phase support and the highly polar silanol groups. Increased
retention, changes in elution order, and tailing will result for basic compounds.

For strongly cationic compounds, such as aliphatic amines, where silanol
effects are most dramatic, the separation can be developed by several good
approaches, the first of which is column selection. Choosing a column packed with
polymerically bound silica and exhaustive endcapping will deactivate most of the
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silanol groups. Modern chromatographic media such as Zorbax RxTM and
Waters SymmetryTM have been effective in this regard. A classic way to man-
age and de-crease silanol interactions is to add a small percentage (0.01 to
0.1%) of triethylamine (TEA) or a related amine to the mobile phase. This
approach is generally not useful in LC/MS separations because the presence
of TEA will suppress ionization of positively charged analytes and cause great
loss of sensitivity. TEA also tends to bind to reagent lines and internal pump
surfaces, leaching out slowly over several days. This is problematic in that it
will add greater response variability (50% or more) to the LC/MS experiment
and will affect determinations with other analytical methods on the same
instrument in unpredictable ways.

A third approach to modulate silanol effects is through mobile-phase
pH control. At pHs below 4, most silanol groups will be protonated and less
available as cation exchange sites. Addition of acetic or formic acid to the
mobile phase is useful for this purpose. Buffer concentrations of about 25
mM will promote retention of buffer cations rather than analyte molecules,
but can promote ion suppression.

Silanol effects can also manifest as columns “age.” At low pHs (<2), the
bonded phase and endcapping can be hydrolyzed from the silica support,
leaving behind free silanols. At higher pHs (>8), the silica itself can slowly dis-
solve. This hydrolysis limits the useful mobile-phase pH range to 2–8. Greater
column stability is observed as a function of chain length, with C

18
columns

exhibiting longer lifetimes than C
8

or phenyl columns [32]. Some new silica-
based columns such as the Zorbax BonusTM or the Waters XterraTM are report-
ed to operate at higher pH ranges than conventional silica columns. This
could be useful when greater retention of amines is required. Polymeric sta-
tionary phases that do not use silica can be a useful choice if silanol effects
are problematic, but are generally not as chromatographically efficient or tech-
nically well developed.

G.  Retaining Ionic Compounds

A significant challenge for users of API LC/MS is achieving adequate reten-
tion for ionic compounds when using the limited mobile-phase additives that
are compatible with this technique. This is much less of an issue with other
detection techniques such as UV absorbance, fluorescence, or amperometry
because ionic compounds can be readily retained in reverse-phase mode using
ion-pair reagents or through the use of ion-exchange chromatography. Because
each of these approaches typically requires nonvolatile mobile phase additives,
they are not generally useful with API LC/MS. A few approaches have, howev-
er, been adapted for use with API LC/MS and these are described below.

Chromatographic ionization suppression is useful for increasing the retention
of organic acids in reverse-phase systems. With this approach, the apparent
pH of the mobile phase is decreased by the addition of acetic or formic acid.
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Acetic acid (0.1% by volume) will give an apparent mobile-phase pH of slight-
ly less than 3 and this is capable of protonating most carboxylic analytes. In
this way, the organic acid analytes become neutral molecules and are better
retained under reverse-phase conditions. It has been reported that there is lit-
tle or no loss in sensitivity for carboxylic acids when using electrospray ion-
ization under acidic conditions [24]. In a similar way, it is possible to suppress
the ionization of basic drug molecules by elevating the mobile phase to a pH
above its pK

a
. For amines, this would be pH 10 or higher. To do this effec-

tively, a special HPLC sorbent such as polymer or a surface-modified zirconi-
um could be used. Chromatographic ionization suppression is not practical
for compounds that are unstable under acidic and/or basic conditions.

The majority of ion-pair reagents are either nonvolatile and will quickly
lead to fouling of the ion source and the vacuum region of the mass spec-
trometer or will lead to ion suppression in the mass spectrometer source and
are thereby unsuitable. A few papers [33,34] have reported the effective use of
ion-pair re-agents as additives to the injection solvent. Although this approach
is not as rugged, in terms of reproducibility of chromatographic retention, as
addition of the ion-pair reagent to the mobile phase, it does achieve adequate
analyte retention and can also improve assay sensitivity.

Figure 2 demonstrates the effects of adding octane sulfonic acid to the
injection solvent for a reverse-phase separation of pyridinium and deoxypyri-
dinium, components of collagen, in rat urine. These polyamine containing
compounds are protonated and poorly retained under the usual acidic or neu-
tral mobile-phase conditions. The sample preparation method is simple dilu-
tion and does not afford the removal of salts from the sample. Therefore if
the analytes were inadequately retained the sensitivity, as well as the method
accuracy, would suffer. As the concentration of octane sulfonic acid is
increased to 50 mM (Fig. 2a), both the retention time and the peak response
for the analytes improve significantly. Little improvement is obtained at high-
er concentrations of octane sulfonic acid and retention is not strongly
dependent on the injection volume (Fig. 2b). To protect the ion source from
the fouling effects of octane sulfonic acid in the injection solvent, a timed
divert valve was inserted before the ion source to shunt the excess ion pair
reagents to waste during the first few minutes of each injection.

Although weak cation-exchange separations, such as those obtained on
crosslinked benzoic acid/divinyl benzene or bare silica, have been used for many
years with more conventional HPLC detectors, they are starting to gain some
attention as alternative separations for API LC/MS [35,36]. These ion-exchange
separations have advantages for small zwitter ionic compounds such as amino
acids that cannot be retained by chromatographic ionization suppression or by
addition of an ion-pair reagent to the injection solvent. In an ion-exchange mode,
a cationic analyte is exchanged on the active silanol sites of silica or on the cation-
exchange sites of other materials. The separation parameters are limited
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Figure 2 Effect of (a) injection solvent concentration of octane sulfonic acid
and (b) injection volume containing 50 mM octane sulfonic acid on retention
time and electrospray peak area response for pyridinoline and deoxypyridino-
line in a reverse-phase LC/MS/MS separation. (From Ref. 34.)

Copyright © 2002 Marcel Dekker, Inc.



138 Cohen and Rossi

because the highest useable concentrations of counter ions are 25 to 50 mM
and the practical selection of counter ions is limited to volatile components
such as H+ or NH

4
+. Improvements in the types and strengths of available

cation exchange resins would definitely help the researcher using API LC/MS
for small ionic species.

III.  DEVELOPING AN EFFECTIVE LC/MS METHOD

A.  Choosing Between APCI and Electrospray

1.  Analyte Volatility, Thermal Stability, and Molecular Weight

As shown in Fig. 3, APCI and electrospray are suitable for a wide range of
compounds, with complementary advantages for each technique. APCI is best
suited for less polar compounds with molecular weights below 1000 Da,
whereas electrospray should be chosen for mid- to high-molecular-weight
polar or ionic analytes. Volatility and thermal stability are more important fac-
tors in APCI than electrospray because APCI is a gas-phase ionization tech-
nique. In fact, the molecular weight limit of approximately 1000 is defined by
the compound volatility. At molecular weights greater than approximately
1000 Da, the molecule will not volatilize well and thus cannot be readily ion-
ized in the gas phase. Increased analyte volatility and thermal stability will
increase the ease of ionization for either technique.

In general, APCI is better suited for heteroatom-containing molecules, and
electrospray for ionic compounds. Atmospheric pressure chemical ionization is

H.  Sample Requirements

Sample purity plays an important role in speed and accuracy of analysis as well
as method ruggedness. In general, the endogenous matrix components pres-
ent in most biological samples such as proteins, lipids, salts, and extracellular
material should be removed via precipitation, extraction, filtration, centrifu-
gation, or any convenient means possible. The sample preparation procedure
should purify as well as release drug bound to proteins or other matrix com-
ponents. After extraction and sample cleanup, the sample should be dissolved
or reconstituted in mobile phase or in a solvent with lower eluotropic strength
than the mobile phase. If the sample is dissolved in solvents stronger than the
mobile phase, differences in solvent strength can cause changes in retention
behavior and peak tailing or fronting. Sample preparation is discussed in more
detail in Chapter 6; specific types of samples from studies in microdialysis,
permeability, and metabolism are discussed in Chapters 8, 9, and 12.
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also less prone to matrix effects and performs better at higher flow rates (>0.5
mL/min), which has led to its reputation as a more robust technique than
electro-spray.

B.  Ionizability

The ability of a given analyte to form a gas-phase ion plays a critical role in
mass spectrometry. The presence of highly polar functional groups such as
car-boxylic acid groups or primary amines indicates high ionizability. Molecular
gas-phase acidity or basicity can generally be predicted from general considera-
tions of acidic or basic groups within the molecule. Other functional groups such
as hydroxyls, thiols, ethers, sulfones, or amides are also easily ionized. More ionic/
polar species are amenable to electrospray due to their ability to accept or donate
a proton from/to the mobile phase during the ionization process. Atmospheric
pressure chemical ionization requires donation or acceptance of a proton during
gas-phase reaction with a mobile phase ion but less polar compounds with no
readily ionizable functional group have also been determined by this technique.

Figure 3 Comparison of APCI and electrospray applicability to analyte
molecular weight as a function of polarity.
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C.  Aqueous Content of the Mobile Phase

For reverse-phase separations, either APCI or electrospray ionization can be
routinely used for aqueous or organic contents ranging from 10 to 90%.
Chiral separations using normal-phase chromatography can be conducted
with APCI and completely organic mobile phases such as acetonitrile, tetrahy-
drofuran, methanol, chloroform, and others. Some general considerations
include the ease of mobile-phase vaporization (thus, limiting a completely
aqueous mobile phase) and surface tension effects that will interfere with elec-
trospray ionization. As discussed above, the ionic strength of the aqueous
component should be minimized to avoid ion suppression. The use of ion-
pair reagents and surfactants should also be avoided if at all possible due to
ion suppression and interference with the vaporization step.

Tables 3 and 4 show the gas-phase acid–base scale in both positive and
negative ion modes for LC/MS mobile-phase solvents [13,37]. Particularly for
APCI, the mobile phase components should be considered gas-phase
reagents to promote either protonation or deprotonation of the analyte ion.
In this manner, appropriately volatile mobile-phase components can be tai-
lored to the assay.

Table 3 Gas Phase Acid–Base Scale for Positive Ions
Neutral

Reagent ions molecules
Strong acid CH

5
+ Weak base Methane

N
2
OH+ N

2
O

C
2
H

5
+

Formaldehyde
H

3
O+ Water

Formic acid
CH

3
OH

2
+ Methanol

Benzene
CH

3
CNH+ Acetonitrile

Acetic acid
Acetone
Phenol

t-C
4
H

9
+ Ethyl acetate

Diethyl ether
NH

4
+ Ammonia

Methylamine
C

5
H

5
NH+ Pyridine

Weak acid Strong base Trimethylamine
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Table 4 Gas Phase Acid–Base Scale for Negative Ions
Reagent ions Neutral molecules

Strong base NH
2
- Weak acid Ammonia

OH- Water
C

6
H

5
CH

2
- Toluene

CH
3
O- Methanol

Ethanol
NCH

2
C- Acetonitrile

CH
3
COH

2
C- Acetone

CH
3
S- CH

3
SH

O
2
NH

2
C- CH

3
NO

2

CN- HCN
C

6
H

5
O- Phenol

CH
3
COO- Acetic acid

Weak base Cl- Strong acid HC1

D.  Dynamic Range Requirements

The dynamic range required for a given assay will depend on extra-assay
requirements. For example, trace determinations of drugs in brain micro-
dialysates can require great sensitivity but not a particularly wide dynamic
range. A combination of background noise level as well as sample extraction
efficiency will typically determine the limit of quantitation. Correspondingly,
mass effects during ioniza-tion will influence the upper limit of the dynamic
range if electrospray ionization is used. This effect is caused by the limit on
the number of analytes produced per droplet during ionization if the con-
centration is too high. Typical drug compound linear ranges can vary any-
where from 1 to 100,000 ng/mL, with lower or higher limits of quantitation
(LOQs) reported, depending on the molecule. The dynamic range observed
is typically wider for APCI, with 3 to 4 orders of magnitude routinely
observed compared to 3 orders of magnitude for electrospray. For many
polar, nonionic compounds, APCI can provide more universal ionization, bet-
ter sensitivity, and lower limits of quantitation.

E.  Sample Cleanliness

APCI has been shown to be more readily influenced by the presence of negative
or positive species from salts or buffers which will prevent protonation or depro-
tonation by competition with the analyte molecules [25,38–39]. Salts are some-
times deliberately added to samples to be assayed by electrospray in order to
increase analyte ionization through cation adduct formation ((M + Na)+ or (M +
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K)+). Buffers are not necessary for APCI, although they can be required for
adequate chromatographic separation of sample components.

F.  Gradient Use

Gradients can be used with equal ease for either ionization technique. In most
cases, cycle time for system reequilibration (determined by the overall system
dead volume) provides the practical limitation to their usage. If, for example,
a particular HPLC pump/autosampler combination has 1.0 mL of dead vol-
ume (or dwell volume, the volume of all plumbing between where the sol-
vents are mixed and the column head) and is operating at a flow rate of 1.0
mL/min (typical for APCI), then the lag time between when the gradient is
initiated and when the correct solvent composition reaches the pump head is
1 min (1.0 mL/(1.0 mL/ min)). If the flow rate is only 0.2 mL/min (typical
for electrospray), then the lag time will be 5 min. This means that a typical gra-
dient run would require 5 min to initiate reequilibration plus whatever time is
required for elution and final reequilibration (usually 10 to 20 column vol-
umes). This is clearly an unacceptable time delay.

Two solutions to this problem are feasible; one is to purchase a low-dead-
volume pump. Pumps with dead volumes as low as 10 |oL are available for low-
flow-gradient work. A second solution is to construct and introduce a splitter
before the column or the ion source. In this way, the pump can be operated at 1.0
mL/min and the lag time shortened to 1 min. By using a 5:1 split, the ion source
will be exposed to 0.2 mL/min, a typical flow rate for an electrospray source.

Gradient separations in LC/MS offer three distinct advantages. First,
poorly shaped chromatographic peaks can be sharpened. Tailing and fronting
can be eliminated to a considerable extent. Second, the time required for sep-
aration of dissimilar analytes can be shortened extensively. Early eluting com-
pounds can exhibit adequate retention while late eluting compounds can be
more quickly eluted. Third, gradients can serve as a rudimentary sample
cleanup technique, especially for samples with high salt content but low
amounts of proteins, cellular components, or lipids.

Step or “ballistic” gradients have been successfully utilized for many
separations, including in vitro buffer samples, and are discussed in greater
detail in Chapter 6. The step square wave or curve allows more rapid changes
in organic/ aqueous composition compared to a simple linear gradient, there-
by providing an opportunity for salts and polar matrix components to elute at
or near the chromatographic void volume, while analytes are retained.

1.  Generic Gradient Methods for Compound Classes

Depending on sample mixture complexity, a gradient method is easily tailored
to affect separation of closely and widely spaced chromatographic peaks. For
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Table 5 Comparison of APCI Versus Electrospray
APCI Electrospray

Advantages Neutral molecules ionize Wide range of compounds
Less ion suppression No problems with thermal
Wider dynamic range 103 stability/volatility
–104 Higher MW
Mass sensitive detection Concentration sensitive detection
Flow 0.5–2.0 mL/min Better sensitivity
Higher buffer cone, (up to 20

mM)OK
Disadvantages Thermal stability necessary Mobile-phase ion suppression  

(130–150ºC) Lower dynamic range
Volatility necessary LC flow <200–300 µL/min
More sensitive for nonvolatile Multimer formation

components Corona discharge problems

basic compounds, a gradient consisting of 10–90% of 0.1% formic or acetic acid
with acetonitrile can be used over any run time desired. Basic or neutral com-
pounds can be separated using water/organic gradients in the same manner.

A summary of the similarities and differences between electrospray and
APCI is shown in Table 5.

IV.  ESTABLISHING THE MASS SPECTRAL PROPERTIES

A.  Choosing Ionization Polarity

Ionization polarity should be chosen in conjunction with the mobile phase
because pH can influence ease of ionization in positive or negative ion mode.
Basic or neutral compounds are readily ionized in positive ion mode at a pH
below 7. Because many potential drug molecules contain amine moieties, the
majority of LC/MS methods are conducted in positive ion mode. Acidic com-
pounds are most amenable to negative ion mode unless the molecule exists as a
zwitterion. Negative ion mode provides an additional advantage of selectivity
because chemical background is lower compared to positive ion mode. In some
cases, the LC/MS experiment can be conducted in both positive and negative ion
mode. If, for example, the analyte is best suited for positive ion mode analysis
but its corresponding hydroxylated metabolite is best analyzed in negative ion
mode, both polarities can be monitored in tandem. The LC conditions should be
developed to sufficiently separate the positive and negative components to allow
polarity switching. The first portion of the chromatogram may be measured in
positive ion mode, with the second portion in negative, or vice versa. Rapidly
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cycling between the two modes during the entire chromatographic acquisition is
possible with some instruments. However, stabilization of the electronics after
switching requires significant delay times. Insufficient delay times between polar-
ity switching leads to extensive electronic noise and reduced sensitivity. An appli-
cation of polarity switching is shown in Fig. 4 for a mixture of gabapentin and
naproxen. For the first few minutes of the chromatographic run, gabapentin

Figure 4  LC/MS/MS of a mixture of gabapentin and naproxen using polari-
ty switching. Micromass Quattro II, electrospray ionization rat plasma sample
prepared by protein precipitation/extraction using a MetaChem 4.6 X 30-mm
Polaris column with 3-µm packing with a MetaChem 2000-MG2 guard col-
umn. Flow rate = 2.0 mL/min split 1:10 to MS. Injection volume 10 uL; step
gradient: 100% 0.1% acetic acid, 0–1.0 min; 70/30 0.1% acetic acid/acetoni-
trile, 1.0–1.5 min; 100% acetonitrile, 1.5–2.0 min. (Courtesy of Laura F.
Polchinski, Ion Ebright, and Scott T. Fountain, personal communication.)
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and its internal standard are monitored in MRM positive ion mode. At 3 min,
the polarity of the instrument is switched to negative ion mode, and naprox-
en is detected.

B.  Precursor and Product Ions

For quantitative determinations, the precursor and product ions should be
chosen to minimize the possibility of interference and maximize specificity
and reproduc-ibility. Interference generated by selection of nonspecific pre-
cursor–product ions will increase the background noise and thus decrease
sensitivity. Generally the molecular ion (either (M + H)+ or (M – H)-) is pre-
ferred as a precursor although (M + Na)+ or (M + K)+ can be more effective
under certain circumstances.

Selection of a molecular fragment as a precursor should only occur in
cases in which fragmentation is unavoidable, even at low cone/orifice volt-
ages. Frequently, higher molecular weight conjugates such as metabolites or
degradation products will produce fragments identical to those observed for
the parent compound. The product ion chosen should represent a significant
loss (i.e., greater than 50 Da) from the precursor molecule. Loss of water or
carbon dioxide is generally less compound specific than losses of phenyl
groups or rings. Very low molecular weight product ions such as NH

4
+, COO-

, or Br- should also be avoided based on increased potential for interferences.
Despite careful attention to the selection of precursor and product ions, a real
potential exists for interference from higher molecular weight metabolites,
such as glucuronides.

C.  Compound Profiling Techniques

Prior to the sample preparation and chromatographic separation, a clean solu-
tion of the compound to be determined will be “profiled” by the analytical
chemist to determine the appropriate precursor–product masses, polarity, and
ionization mode (electrospray versus APCI). The appropriate mass spectro-
metric parameters such as orifice or cone voltage, collision energy, lens volt-
ages, and nebulizer gas flows will also be optimized. Solution concentrations
of 500–1000 ng/mL should be used to avoid contaminating the source with
the analyte (thus increasing background in subsequent experiments). Ideally
the sample should be dissolved in mobile phase to mimic experimental HPLC
conditions, but neat organic solvents often perform equally well.

Profiling should be conducted in “high resolution” mode in order to pre-
cisely determine mass and verify precursor isotopic distributions of M + 1 and M
+ 2 isotopic patterns where appropriate. Excessively high standard concentrations
will interfere with isotopic distribution verification and accurate mass determi-
nation if the signal for the molecular ion is saturated. Once the precursor and
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product ion masses have been determined, the resolution can be lowered for
SRM/MRM experiments to increase sensitivity.

D.  Infusion versus Loop Injection

To determine the correct mass spectrometer operational conditions for a
given compound, a clean standard solution can be introduced into the ion
source by either syringe pump infusion at a low flow rate (10–30 µL/min) or
by multiple loop injections. An actual loop (50–100 µL) can be partially filled
with solution and a Rheodyne valve manually switched by the analyst to inject
the sample. Alternatively, small-volume ( ~ 1 µL) loop injections can be intro-
duced by an autosampler while mobile phase is pumped into the mass spec-
trometer ion source. The choice of continuous infusion versus loop injection
depends on both the type of instrument and analyst preference. Infusion
techniques require larger volumes of solution but provide additional time for
parameter optimization. The maximum practical flow rates provided by the
syringe pump typically limit this type of introduction to electrospray sources
because APCI requires flow rates of 500 µL/ min or greater. If APCI condi-
tions are to be obtained in this manner, the analyte can be added to the mobile
phase and delivered by the HPLC pump or a simple mixing tee. While profil-
ing with loop injections is not as precise as continuous infusion, it can provide
great time saving and higher throughput.

In the following example, a compound of molecular weight 454 (struc-
ture shown in Fig. 5a) is profiled using the loop injection approach and with-
out a chromatography column. As shown in Fig. 5b, the first step in the pro-
filing experiment is to obtain the precursor ion spectrum. An intense peak
corresponding to the pseudomolecular (M + H)+ ion is observed at 455 Da.
Next, the product ion spectrum is obtained as shown in Fig. 5c. The most
abundant product ion is detected at 100 Da, corresponding to a portion of the
molecule containing a mor-pholine ring substituted with an ethylene group.
Both the precursor and product ion spectra are obtained using a general ion
source voltage (cone or orifice) setting that should be low enough to minimize
in-source fragmentation yet still allow detection of some precursor ions. For
the product ion spectrum, the collision energy is also held at the minimum
value to avoid observation of less specific low-molecular-weight fragments.

Once the precursor and product ion masses are determined, the cone or
orifice voltage can be optimized by an MRM experiment that will simultane-
ously monitor the precursor–product transitions for a range of voltages. The
results are shown in Fig. 5d for cone voltages ranging from 10 to 40 V, with the
collision energy held constant at 20 V. The MRM channel with the greatest
intensity (25 V) is then chosen as the optimal cone voltage. A similar experiment
is then conducted for collision energies ranging from 10 to 40 V, the results of
which are shown in Fig. 5e, and the optimal voltage was determined to be 20 V.
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Figure 5 Step-by-step process of profiling a typical compound of molecular
weight 454 Da using electrospray positive ionization, Micromass Quattro II,
loop injections with 50/50 ACN/0.1% formic acid, flow rate = 0.25 mL/min,
no column, (a) Structure of analyte, (b) precursor ion spectrum, (c) product
ion spectrum, (d) cone voltage optimization, (e) collision energy optimization.
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Figure 5  (Continued)
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Figure 5 (Continued)
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E.  Profiling Multiple Components Simultaneously

To gain higher throughput in signal profiling, as it pertains to development of
quantitative methods, several compounds can be combined in a multicompo-
nent mixture and profiled simultaneously. The multicomponent mixture can
contain eight or more compounds that have molecular ions separated by sev-
eral atomic mass units and, ideally, ionized by the same mode (such as elec-
trospray positive ion). As this solution is introduced into the ion source, either
by infusion or loop injection, each of the components to be profiled is
sequentially optimized by a process similar to that described in the preceding
section. At least two commercial LC/MS vendors (PE Sciex and Micromass)
have introduced software that automates this process. Although some of the
results obtained by this type of multiplexed procedure can be less than opti-
mal, the resulting throughput for compound profiling is improved.

F.  Adequate Chromatographic Capacity
1.  Ion Suppression

As discussed in Sec. I, ion suppression can be a great hindrance to a sensitive,
linear and rugged LC/MS method. Optimization of the chromatographic and
sample preparation steps to sufficiently separate the analyte from endogenous
interferences in the sample and the void volume will help guarantee success.

2.  Cross Talk—What It Is and How to Deal with It

Despite the enormous selectivity provided by multiple-reaction monitoring
through targeting individual precursor and product ion mass combinations,
interference from cross talk can still confound mixture analysis in LC/MS.
Cross talk is defined as contributions from ions of similar or identical mass
to other precursor-product ion channels. Cross talk can occur via two distinct
pathways. Chemical interference due to in-source fragmentation of metabo-
lites or related substances will yield ions identical to the analyte precursor
which pass through the first quadrupole. This type of interference can only
be detected if the metabolite is chromatographically resolved from the analyte
peak.

A second source of cross talk occurs for mixtures of precursor–prod-
uct ions with similar masses. Figure 6b shows the interference occurring when
product and precursor ions within 1 Da of each other are monitored simul-
taneously for an analyte with the structure shown in Fig. 6a. The actual ana-
lyte signal should be observed only for a channel monitoring the 416.9-to-
244.9 transition. Similar, although less intense, peaks are observed, however,
for a precursor mass of 415.9 and/or a product ion mass of 243.9. This cross
talk is caused by insufficient mass selectivity in the first quadrupole that allows
the M – 1 to be transmitted.
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Figure 6  Cross talk due to closely spaced precursor and product ions.
Compound analyzed on Micromass Quattro II, 3-µL injection with 70/30
ACN/0.1% acetic acid, flow rate = 0.25 mL/min, MetaChem Phenyl 3,5 µm,
2.0 X 50 mm. (a) Compound structure, (b) intensity of interference from pre-
cursor or product ions within one Da of the correct MRM conditions.
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If a channel 1 mass unit higher than the product or precursor ions is
chosen, interference from isotopic contributions can also occur. A spectro-
scopic analogy is slit-width problems that allow closely occurring wavelengths
to pass through the slit due to low resolution for the desired wavelength. In
multicomponent determinations, isotopic cross talk can be avoided by care-
fully selecting mixtures that do not contain precursor or product ions within
3 Da of the measured analyte precursor-product masses. If the analyst is not
allowed this luxury, the misbehaving precursor-product ion pairs can often be
chromatographically separated from nonoffending pairs. If the interfering
species are chromatographically separated, the additional (undesirable) peak
caused by cross talk can be ignored for quantitative purposes.

Using four example compounds, the concept of cross talk, arising from
common daughter ions, is illustrated in Table 6. Assuming that these com-
pounds are simultaneously present in a sample, either through cassette dosing
or another concomitant medication approach, we can develop some rules for
when cross talk interferences will occur and when chromatographic separa-
tion is required. Compounds 1 and 2 have the same molecular mass and form
the same precursor ion in electrospray positive ionization mode (M + H at
m/z 270), but different product ion masses are generated because compound
2 lacks the methyl group present at the 3 position of the piperidine ring. It is
not likely, therefore, that compounds 1 and 2 will form common product ions
and cross talk will not occur.

Although compounds 2 and 3 have different molecular masses, they will give
rise to the same product ion (m/z 101) under electrospray positive conditions and
it is possible for compounds 2 and 3 to interfere with one another through cross
talk. To avoid this problem, these compounds can be chromatographically sepa-
rated or a cross talk reduction technique, such as increased delay time between
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channels, could be used. To avoid this type of cross talk on some older instru-
ments, product ion masses should differ by at least 3 Da. Compound 4,
although structurally related to compounds 1-3, will not produce a useful ion in
electrospray positive mode because it lacks the piperidine moiety and it will not
interfere with the determination of the three other compounds in this series.

Interchannel delay or the insertion of dummy channels can be used to
solve cross talk between compounds 2 and 3. Interchannel delay is the inser-
tion of additional time for electronics to settle when mass channels are
switched. This allows the collision cell to empty of gaseous ions. Fourth-gen-
eration LC/MS instrumentation (PE Sciex API 3000 or Micromass Ultima)
has improved ion optics to facilitate emptying of the collision cell and
make large interchannel delays unnecessary [40]. Although increased time
for interchannel delay (from 3 to 50 µsec, for example) translates to less
points sampled across a chromatographic peak, this increase in sampling
time is generally manageable. An important consideration to bear in mind
is the possible chromatographic sampling error introduced into data acqui-
sition by increasing the chromatographic sampling interval, as shown in
Fig. 7. As the sampling interval increases, the percentage error in the peak
area also increases [41]. For a 10-sec-wide exponentially modified Gaussian
(signal-to-noise ~500) chromatographic peak considered in this example,
sampling error remains small and manageable if the sampling interval

Figure 7  Percentage error in peak area as a function of sampling rate for a
10-see-wide chromatographic peak (S/N ~500) with chromatographic asym-
metry values from 1.00 to 1.74.
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remains under a couple of seconds. This effect is less pronounced for asym-
metric peaks caused by tailing or fronting, which will have greater peak widths
and have more points sampled per peak.

3.  Problems with Metabolites

Metabolism mechanisms can wreak havoc on drug discovery programs via
multiple routes; the most benign of which can be interferences in the quanti-
tative analytical method. From the analytical chemist’s point of view, metabo-
lites cause problems primarily through coelution and subsequent interference
with analyte peak detection. Because phase II metabolites are higher molecu-
lar weight conjugates of the original analyte, these molecules are prone to in-
source fragmentation thereby generating additional parent drug. Because the com-
pound is now parent drug in every way, it cannot be differentiated by mass
spectrometry and will interfere with accurate quantitation of the analyte
unless the metabolite is sufficiently separated chromatographically. A similar
argument can be made for oxidative degradation products such as N-oxides.
Metabolites are generally more polar than the parent molecule and usually
elute first. Sufficient separation of the analyte from these peaks by increasing
the chromatographic capacity is a practical solution to this problem.

It is sometimes possible to decrease or eliminate in-source fragmenta-
tion cross talk by decreasing ion source voltages or temperature, therefore
softening the ionization conditions. Different brands of instruments usually
display different degrees of in-source fragmentation cross talk, depending on
the harshness of the ionization environment.

An example of interfering glucuronide, sulfate, and quinone metabolites for
the drug troglitazone is shown in Fig. 8. The parent drug (troglitazone) chro-
matogram is shown in the top trace and contains two early eluting peaks from
source-induced fragmentation of sulfate and glucuronide metabolites, respective-
ly, that produce an (M – H)- ion identical to the parent drug in addition to the
troglitazone peak. Deuterium-labeled internal standards were used for both trogli-
tazone and its glucuronide metabolite. Source-induced fragmentation of the sta-
ble-labeled glucuronide produces a low-intensity early-eluting peak in the stable-
labeled troglitazone internal standard chromatogram (Fig. 8C). No interference
from the quinone metabolite is observed. Due to the cross talk caused by source-
induced fragmentation, the troglitazone analyte could not be properly quantified
if the parent drug were not chromatographically separated from the metabolites.

G.  Quantitation Basics

1.  Definitions

The nomenclature and basic definitions describing a quantitative method are
discussed to lay the groundwork for readers unfamiliar with these concepts. The
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Figure 8 Metabolite interferences for analysis of troglitazone and metabolites
in human plasma. (A) troglitazone, (B) d4-troglitazone (internal standard), (C)
troglitazone glucuronide metabolite, (D) troglitazone sulfate metabolite, (E)
troglitazone glucuronide metabolite, (F) d4-troglitazone glucuronide metabo-
lite (internal standard). Source-induced fragmentation from I: troglitazone glu-
curonide metabolite; II: troglitazone sulfate metabolite, and III: d4troglitazone
glucuronide metabolite. Analysis performed with a Supelco RP Amide C16 2.0
X 50-mm column with 5-µm packing 60/40 ACN/10 mM NH4OAc, flow
rate = 0.3 mL/min, electrospray negative ion, PE Sciex API 3000. (Courtesy
of Gerry Pace, Steven Michael, and Roger Hayes, personal communication.)
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fundamental approach to quantitation relies on the mathematical treatment of
concentration and peak area (instrument response) values via regression
analysis. To establish a quantitative method, a calibration curve, similar to the
one shown in Fig. 9, is constructed. A series of standard solutions of a pre-
defined concentration range are spiked into the sample matrix. These stan-
dards are prepared in a manner identical to the samples (extracted, diluted,
centrifuged, and so on) and assayed by LC/MS. The resultant peak areas are
obtained after data analysis using the appropriate software and regression.
Important parameters from the calibration curve results include the coeffi-
cient of determination (γ2), the intercept, and the percentage deviation of
each calculated standard concentration from its theoretical concentration. The
coefficient of determination provides an overall measurement of the good-
ness of fit of the regression line to the points. If points are widely scattered
about the calculated line, the correlation coefficient will de-crease. The closer
individual data points agree with a regressed line, the closer the coefficient of
determination will be to 1.0000. Although it is widely used (misused) to esti-
mate the quality of a fit or degree of scatter for a regression, the coefficient
of determination can be a misleading parameter. If, for example, a linear
regression is used to calculate a best fit line for a set of data that is well repre-
sented by a linear model but has some scatter associated with it, using only the
coefficient of determination as a guide, it is impossible to differentiate between
this situation and a true deviation from linearity, as shown in Fig. 10. A much
better parameter for estimating goodness of fit is the standard error of

Figure 9  Typical quantitation using linear regression: phenytoin in rat plasma
prepared using a liquid-liquid extraction as follows: 5-5000 ng/mL, 0.25
mL/min, 50/50 ACN/ H2O, APCI negative ion PE Sciex API 3000.
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Figure 10. Calibration curves for theophylline using (A) quadratic and (B) lin-
ear-regression fits. Standard concentrations from 5 to 5000 ng/mL. Standards
prepared in rat plasma using acetonitrile protein precipitation. Analysis using
Micromass Quattro II, 3-.µL injection with 70/30 ACN/0.1% acetic acid,
flow rate = 0.25 mL/min, MetaChem Phenyl 3, 5 µm, 2.0 X 50 mm.
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the estimate. Unfortunately, this parameter is seldom supplied with commer-
cial regression software.

The y intercept of the regression line estimates the baseline response at
zero concentration, and a value that is statistically greater than zero can indi-
cate interferences or cross talk. The percentage deviation shows the deviation
of individual points from the overall calculated line. If replicate injections at
a given concentration are assayed, the deviation, or percentage relative stan-
dard deviation, may also be assessed.

The limit of detection for an analytical method, regardless of the cali-
bration curve, is defined as the concentration at which the signal-to-noise
ratio is 3 [42]. Quantitative methods dwell more practically on the LOQ,
which can be defined as a signal-to-noise ratio of 10 [42]. A more useful def-
inition can be the lowest concentration on the regression curve at which an
acceptable percentage deviation or variability is still obtained (less than 20%,
for example). Samples with responses below this point are generally referred
to as below the limit of quantitation. At higher concentrations, the curve may
deviate from a linear response due to factors influencing ionization. Samples
with concentrations so high that the response deviates from linearity are
referred to as above the limit of linearity. This problem can often be com-
pensated for by the use of quadratic fits for the regression equations. A com-
parison of linear and quadratic curve fits for the same set of theophylline
standards is shown in Figs. 10A and 10B. Clearly, better linear regression
results are obtained with a quadratic fit, based on a comparison of coefficients
of determination (0.999 for quadratic vs. 0.973 for linear) and the percentage
deviation of each standard from the fitted line (results not shown). The quad-
ratic nature of the data can be explained by ion suppression at higher analyte
concentrations, leading to signal intensities lower than those theoretically pre-
dicted. If the analyte peak area of a given sample is greater than the area of
the highest concentration standard, the sample is defined as above the limit of
quantitation. Typically the sample is diluted in some way until its peak area
falls within the calibration curve response range. The calculated concentration
is then corrected with a dilution factor.

H.  Analytical Method Calibration Techniques

The most common means of obtaining unknown sample concentration val-
ues is the construction of a standard curve, or calibration curve concurrent with
sample preparation and assay. Although the ruggedness of LC/MS has increased
greatly with improved source design and better sample preparation methods, peak
area response invariably fluctuates from day to day by 50% or more. Use of a few
selected standards that bracket the expected concentration range, rather than an
entire series of standards, is generally not utilized. The stability of the LC/MS
instrument cannot compare to UV or fluorescence; thus the need for running a
calibration curve with each assay run. Because chromatographic run times are
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generally in the range of a few minutes, the additional work required by the
calibration technique occurs primarily during the sample preparation stage.

Instrument response can be calibrated by the addition of an internal
standard, which will minimize variability in both ionization processes and
sample preparation. The ideal properties of the internal standard, as well as
additional requirements for analytical methods, are discussed in Chapter 6.

If blank matrix is unavailable, or the number of samples is extremely
small (N < 10), the method of standard additions can be used for quantita-
tion [2,42]. In this method, the sample is separated into several individual
aliquots, each of which is spiked with an increasing concentration of analyte
standard solution. A plot of peak area as a function of sample plus standard
can be generated and the sample concentration calculated from the y inter-
cept. Another less frequently used approach is normalization of sample area
to area of a standard peak.

I.  Sources of Nonlinear Response versus Concentration
Calibration

In general, nonlinear response is observed at the higher concentrations with-
in a calibration curve. The most common cause is ion suppression, particu-
larly for electrospray. In fact, the dynamic range of electrospray is considered
less than that of APCI due to more frequent ion suppression effects. The sim-
plest solution to this problem is to reinject at a lower volume to extend the
linear range. Another approach is to use a quadratic curve to fit the data
points. Although some analytical chemists shy away from quadratic curves,
their usage should not be outlawed as long as thoughtful consideration is
made with respect to assay ruggedness. One area for caution when using
quadratic fits occurs when multiple analytes coelute during multicomponent
quantitation. This situation is often encountered in cassette dosing (Chapter
11), where high standards containing multiple coeluting components will
demonstrate nonlinearity. If a quadratic fit is used for each of these several
component calibration curves, and not all of the same components are simi-
larly represented in samples from dosed animals (due to lower bioavailability),
then the curvilinear calibration will underrepresent the response of these
components, thereby resulting in quantitation error. In electrospray, multimer
formation at high concentrations can cause nonlinearity. If multimer forma-
tion occurs, the individual analyte molecules will not form a 1: 1 correlation
with each analyte detected as an (M + H)+ or (M - H)-, but will participate in
competing processes and thus decrease the overall signal for monomers.

J.  Consequences of Pushing the Dynamic Range

Any LC/MS instrument will, at some point, reach the upper limit of linear
response for a particular analyte molecules. If the dynamic range is “overex-
tended,” inaccuracies at high and low concentrations can result. Inappropriate
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limit of quantitation concentrations can be dramatically affected by injector
carryover, which is usually not assessed for every compound assay conducted
at the discovery stage. High concentrations can also be over- or underesti-
mated and contribute to carryover of lower concentration samples. These
problems will often only be discovered when the assay is validated for devel-
opment purposes or is transferred to another laboratory.

V.  TECHNIQUES FOR GETTING THE BEST
QUANTITATION LIMITS

A.  Sample Preparation Techniques

1.  Concentration

One approach for improving detection limits in analytical methods is to con-
centrate the sample. If, for example, a 200-µL aliquot can be extracted and
suspended in 50 µL, a fourfold improvement in sensitivity is achieved, unless
ion suppression or another source of nonlinearity occurs. Because the remain-
ing matrix components are also concentrated, the ion suppression threshold
can be reached rap-idly. In drug discovery programs, however, sample vol-
umes are often limited to 50 or 100 µL, so this approach may not be practi-
cal.

B.  Chromatographic Techniques
1.  Injection Size

The volume of samples and standards injected can be tailored to suit linear or
nonlinear response as well as sensitivity requirements. In situations where sen-
sitivity is mass dependent (e.g., APCI or some electrospray situations), greater
detector response can be attained by increasing the injection volume. This
approach will provide a proportional increase in response until ion suppres-
sion begins to take effect, in which case response can actually decrease.
Injection volumes for 2.0-mm columns are generally 1-5 µL. Greater volumes
can over-load the column, leading to peak fronting and tailing as well as non-
linear response at higher concentrations. However, if acceptable sensitivity is
not obtained for a 2-µL injection, the volume can be increased to 5 µL as long
as ion suppression or column overload does not occur. Attention should be
paid to the precision and size of the injector syringe because reproducibility
can suffer at extremely small volumes if proportionately large syringes are
used.

In principle, electrospray ionization is a concentration-sensitive technique.
This means that the signal response should be independent of the injection volume.
It is often true, however, that the chromatographic separation concentrates the
analyte at the head of the column and some mass-sensitive response is observed.
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Atmospheric pressure chemical ionization, on the other hand, is a mass-sen-
sitive technique and should display a response proportional to increases in
injection volume. The practical outcome of this is that a proportional increase
in signal using either type of ionization can be obtained by injecting more
sample if sensitivity is not limited by ion suppression. If ion suppression
effects predominate, smaller injection volumes can actually increase signal
intensities. Injection volumes as large as 50 to 100 µL can be used on analyt-
ical scale (4 and 4.6 mm i.d.). An article that considers injection volume and
signal intensity has recently been published [34].

2.  Column Dimensions

Column diameter can be adjusted to meet the sensitivity and dynamic range
needs of the quantitative method. Decreasing the bore size from 3.0 to 2.1
while decreasing the flow rate may also show a “concentration” effect on
band width and thus peak area response [43]. As shown in the equation below,
if the diameter of the column is decreased from 3.0 to 2.1, the peak area
response should double as follows:

This equation is applicable only if the extracolumn volume of the system
remains small and chromatographic band broadening is not significant.

3.  Chromatographic Efficiency

As with any LC separation, improving the efficiency of an LC/MS method
will allow for greater detection sensitivity by narrowing the chromatographic
band. This is sometimes difficult to accomplish in practice due to the limita-
tions placed on LC/MS mobile-phase components and additives. An alterna-
tive approach to achieving narrower chromatographic bands is through the
use of step gradients, which can easily lead to apparent efficiency increases of
10-fold or more.

C.  Mobile-Phase Properties
1.  Volatility and Surface Tension

Mobile-phase volatility is required in API LC/MS due to the need to produce gas-
phase ions, whether through electrospray or chemical ionization. Atmospheric
pressure chemical ionization can require higher solvent gas-phase volatility than
electrospray due to its ionization mechanism. Low-surface-tension solvents also
perform better due to improved nebulization properties [44-46]. Solvents such
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as methanol, acetonitrile, and 2-propanol possess both the necessary volatili-
ty and low dielectric constants (which translate to low surface tension) to be
practical for LC/MS. Surfactants increase surface tension and disrupt the neb-
ulization process. Sample cleanup or dilution to remove surfactant effects are
sometimes unavoidable.

2.  Conductivity

Appropriate mobile-phase liquid conductivity is a necessary consideration in
electrospray. Pure benzene, carbon tetrachloride, and hexane possess insuffi-
cient conductivity to form charged droplets and must be mixed with polar sol-
vents before ion formation will occur. Typically this concern exists only when
normal-phase or chiral separations are conducted. Trifluoroacetic acid is
sometimes added to increase mobile-phase conductivity but its detrimental
effects via ion pairing and surface tension increases can cause signal suppres-
sion [47]. An alternative approach to electrospray is to chose atmospheric
pressure, which through a corona discharge, can produce a stable beam under
normal-phase conditions.

3.  Ionic Strength

Ionic strength effects via addition of salts in the mobile phase or sample have
been examined by Constantopoulos et al. [19]. In general, dramatic decreases
in signal intensity are observed only when the salt concentration reaches 0.1
M. Salts contained within the sample should be chromatographically separat-
ed. Excessively high salt content samples can be chromatographed with a
divert mechanism to direct the LC flow to waste during the initial portion of
the chromatographic run. In this manner, source cleanliness can be more eas-
ily maintained because salt buildup occurs rapidly, leading to decreased sensi-
tivity with time.

D.  Mass Spectral Techniques

Provided all other parameters such as cone/orifice voltage or source temper-
ature have been optimized, mass spectrometric sensitivity can be optimized by
dwell time, ion energy, and resolution adjustment. Dwell time is defined as the
amount of time a precursor-product ion pair is monitored before the quadrupoles
switch to the next channel. Ion energy is determined by the difference between the
ion’s “starting potential” from any entrance (RF) lens and the first quadrupole
multi-plied by the number of charges on the molecule. The number of cycles in
the quadrupole field the ion experiences will be directly affected by the ion ener-
gy. Increasing the ion energy will increase the differences in energy between ions
and distort peak shape, thereby decreasing resolution. Resolution is ultimately
related to the speed with which the ions pass through the quadrupole analyzer.
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Resolution will increase as ion speed through the quadrupole decreases, but
signal intensity will also decrease.

To maximize sensitivity, relatively straightforward modifications to the mass
spectral method can be utilized. First, the dwell time can be increased as long as
adequate chromatographic sampling (in the range of 1 to 2 points per sec) is
maintained. The effect of dwell time on signal intensity has been discussed in
Chapter 3. Figure 11 shows the effect of changing resolution settings on signal
intensity when other variables are held constant. If resolution is decreased, signal

Figure 11 Effect of resolution settings on peak intensity, all other tactors
being equal. Compound analyzed on Micromass Quattro II, 3-µL injection
with 70/30 ACN/0.1% acetic acid, flow rate = 0.25 mL/min, MetaChem
Phenyl 3, 5 µm, 2.0 X 50 mm.
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intensity will increase tor a finite range or resolution values. Aitnougn the
three chromatographic traces shown are offset, the improvement in signal
intensity when the resolution decreases from index 15 to 14 (mass spectral
peak width decreases from approximately 0.7 to 1.2 Da) is greater than the
improvement observed when the resolution is changed from an index of 14 to
13 (mass spectral peak width decreases from approximately 1.2 to 1.8 Da). This
type of variability is highly dependent on the instrument used. For lower res-
olution settings, ion energy can also be increased to improve signal intensity.

E.  Controlling Variability in LC/MS Methods
1.  Sources of Variability

The effects of sample preparation variability on assay variability are well
known and should be considered when acceptable variations within the ana-
lytical method are set in place. Pipetting errors, sample collection errors, time,
and temperature of sample preparation may all contribute to slight differences
in the amount of analyte extracted or prepared within a given sample.
Additionally, HPLC instrumentation may also exhibit injector or flow rate
variability leading to differences in retention times and peak responses.
Column aging and buildup of lipids and proteins within the HPLC compo-
nents may ultimately cause pressure fluctuations and mechanical problems if
the instrument is not properly maintained.

Mass spectrometric variability occurs during ionization. Due to relatively
mature technology, analyzer and detector variability should be relatively small.

2.  Source Characteristics

The primary source of variability once the analyte leaves the chromatograph-
ic column occurs in the source region during ionization. Not surprisingly, dif-
ferences in source design will lead to variations in sensitivity and response
from one LC/MS instrument to another, regardless of brand. Because most
sources use heated gases, inlet regions, or both, sufficient time should be
allowed for instrument equilibration. The inherent mechanism of transferring
analyte in a liquid phase into the vacuum region of a mass spectrometer will
generate variability during ionization and mass analysis. Turbulence, variation
in the efficiency of solvent vaporization, and contamination of mass spectro-
metric components with nonvolatile salts and buffers will all contribute to
variability [8]. Sensitivity and noise will be affected with distributions of
droplet size and charge as well as solvent and buffer concentration and local
gas velocity. To minimize the sources of variability, it is important to keep the
nebulizing and drying gases as stable as possible during instrument operation.

In electrospray, corona discharge can occur, particularly in negative ion
mode at very high capillary voltasges. Signal variability and instability will result.
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Addition of a scavenger gas such as SF
6
or a chlorinated solvent to the source

region will prevent corona discharge [48,49], but is generally less practical than
simply lowering the capillary voltage.

3.  Choosing Internal Standards

On a routine basis, much of the previously discussed variability is easily sur-
mounted by the use of an internal standard. By addition of a unique molecule
that is structurally similar to the analyte, both sample preparation and instru-
mental variability effects can be minimized. Ideally, the internal standard is the
analyte molecule that has been labeled with stable isotopes, such as deuterium
or ‘C. However, because this is both cost and time prohibitive at the discov-
ery stage, the internal standard should at least possess the same ionizing
groups as the analyte. Polarity switching or the need for a different mode of
ionization (electrospray vs. APCI) in order to detect the internal standard will
lead to selection of a different internal standard! The internal standard should
also exhibit a chromatographic capacity factor (k’) similar to or identical with
the analyte such that chromatographic run times are not unduly lengthened.
The mass of the internal standard should be separated from the analyte of
interest by greater than 3 Da so that naturally occurring isotopes of the par-
ent analyte do not interfere with the response of the internal standard. An
equal amount of internal standard added to each sample can be used to nor-
malize for intersample variability caused by ion suppression as well as the
injector. As is discussed in Chapter 6, the internal standard should also pos-
sess extraction characteristics similar to those of analytes to account for vari-
ability during sample preparation. If known, the purity of the internal stan-
dard, whether structural analog or stable isotope labeled, should be reflected
in calculation of quantitative results.

4.  Dimers, Clusters, and Adducts—Na+, K+, and NH4+

Additional variability during LC/MS is introduced if the analyte displays a
tendency to form dimers or higher multimers either in solution or gas phase.
Because a finite number of analyte molecules are ionized, formation of mul-
timers rather than singly charged species will lead to a decrease in signal for
the monitored singly charged channel. This phenomenon will be concentra-
tion dependent, with aggregate formation of analyte (M

n
+ H)+ predominat-

ing at higher concentrations and contributing to nonlinear responses. The
presence of multiply charged clusters indicates that a solution-phase process
is occurring, which can be suppressed by the addition of a small amount of
acid or base. Cluster formation of the analyte with solvent molecules may be
unavoidable but can usually be minimized by increasing cone or orifice volt-
age, although increased analyte in-source fragmentation could result.
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Cation or anion adducts will cause the same undesirable effects as clus-
ters or multimers, although this type of adduct may not be as easily removed.
Certain types of molecules are more efficiently cationized than protonated,
and cations may be deliberately added to the sample preparation to promote
cationization. Some types of sample cleanup techniques will help minimize
ion adducts but, unfortunately, cannot completely eliminate them.

5.  Multiply Charged Species

As discussed in Chapter 3, the ion formation mechanisms differ greatly for
APCI and electrospray. By the very nature of ionization, multiply charged
species formed in the gas phase are observed primarily by electrospray. In
some cases, these multiply charged ions, particularly for proteins and peptides,
can provide structural confirmation of molecular weight [1]. Most instrument
manufacturers provide software that allows computation of molecular weight
based on deconvolution of the analyte ion charge distribution. Quantitation
using a multiply charged ion is more difficult due to interinjection variability
in charge-state distribution. These multiply charged ions are often collisional-
ly activated during ionization. A shift toward lower charge state will be
observed at higher analyte concentrations [50]. The sample pH and ionic
strength also affect this distribution. Because a finite number of charges
reside on the droplet surface, at higher analyte molecule populations the ratio
of charges/ion will drop. This situation can be improved by limiting the lin-
ear range of the analytical assay.

VI.  SUMMARY

The extensive discussion in this chapter can be distilled into two salient
points: (1) Avoid contaminating the LC/MS with nonvolatile materials and (2)
use the capability of the LC column and mobile phase to provide as much
separation of the analyte from the void volume and other sample components
as possible. Following these two recommendations will perhaps not guarantee
success but will make its likelihood much greater. Unfortunately, many of the
choices and finer points of LC/MS method development will depend on the
molecule(s) to be determined. The suggestions offered in this chapter should
provide a useful starting point for the analyst.
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I.  WHY SHOULD SAMPLE PREPARATION BE DONE?

There are several important reasons to include sample preparation in modem
liquid chromatography/tandem mass spectrometry (LC/MS/MS) methods.
These include the elimination of matrix components from the sample; reduc-
tion of ion suppression; and, sometimes, improved sample utilization.

Once an analytical method has been established, it is desirable that
method performance remains reasonably consistent over time. If a number of
samples need to be assayed to answer a particular scientific question, then the
results supplied by the method should be relatively free from systematic error
and the relative error should be, to some extent, characterized and consistent.
From the simplest and most direct perspective, sample preparation is used to
ensure that a method maintains certain basic elements of ruggedness and
consistency.

One example of the necessity of a sample preparation step involves LC/
MS work with blood plasma. It is widely known that because of the large amounts
of protein present in plasma, conventional high-performance liquid chromatogra-
phy (HPLC) columns will not tolerate the direct introduction of plasma.
Depending on the sample injection volume, a conventional HPLC column will clog
and cease to function after only a few injections. This degree of ruggedness is
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Take a method and try it. If it fails, admit it frankly and try another. But
by all means try something.
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generally unacceptable for any application. An appropriate extraction tech-
nique, aimed at removing most (>99%) of the protein from a sample, allows
hundreds or thousands of samples to be injected and assayed [1], thereby gen-
erating sample assay data that could answer many types of scientific questions.

A more subtle example of the need for sample pretreatment involves
the handling of samples from in vitro screening studies. These experiments,
described in Chapters 8 and 9, typically involve the assay of drug compounds
in a buffer matrix of high (50–200 mM) ionic strength [2]. Although the
HPLC system would not be seriously affected by direct introduction of these
high-salt samples, the suppression of ionization in the ion source of the mass
spectrometer would severely limit the instrumental sensitivity and dynamic
range, most likely limiting the value of the resulting data. Additionally, the
cumulative effect of salt introduced from the sample could eventually play
havoc with the mass spectrometer, causing the ion source and possibly even
the vacuum region to become contaminated and requiring frequent cleaning
and maintenance. In this situation, it is feasible to perform a simple dilution
on samples prior to introduction [3] or to shunt rapidly eluting salt compo-
nents to waste by use of a switching valve before the instrument ion source
[4,5].

A second and higher level reason for utilizing sample preparation
involves the value added to the information obtained from some pharmaco-
logical experiments. Specifically, drugs in biological samples are, to some
extent, bound to proteins and/or tissues. Certain approaches to sample prepa-
ration, specifically ultrafiltration and in vivo microdialysis (Chapter 12) can be
used to process biological samples in a way that the free (unbound) portion
of the drug is separated from the protein-bound portion. In this way, the free
concentration of drug can be readily quantified. This type of information is
valuable whenever free drug fraction is of interest [6,7].

II.  SAMPLE PREPARATION TECHNIQUES FOR DRUG DISCOVERY

Sample preparation for drug discovery applications represent a collection
of many empirical techniques that are rapidly evolving, as necessity
demands. As applied to biological and in vitro samples, these techniques
have the goal of removing lipids, salts, cellular components, or proteins
from the samples before injection into the LC/MS. Table 1 lists the major
classifications of sample preparation, along with a ranking of their relative
effectiveness for removing the major unwanted matrix components and
their relative ease of use. The techniques are listed from least effective to
most effective at removing matrix components and from easiest to use
(direct injection) to most elaborate (solid-phase extraction). There is a direct
trade-off between ease of use and effectiveness in sample preparation.
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Table 1 Relative Effectiveness and Ease of Use of Common Sample Preparation

Approaches for Eliminating Matrix Components

Relative effectiveness

Cellular Ease

Lipids Salts components Proteins of use
Direct inhect – + – – +++
Protein precipitation (96) – – +++ +++ ++
Ultrafiltration – – +++ +++ +
On-line SPE +/– ++ + +/– +
LLE (96) +/– +++ +++ +++ +/–
SPE (96) ++ ++ +++ +++ –
Note: +++, very effective; +/–, somewhat effective; –, not effective.

Certain techniques are very good at particular tasks (such as protein precipi-
tation for removal of proteins and cellular components), but perhaps not as
good in general. With the emphasis on greater efficiency, many of these
approaches have become automated or semiautomated. Thus, there has been
greater emphasis on the 96-well formats: an approach that can lend itself
more readily to automated workstations. This format has been used success-
fully for protein precipitation, liquid–liquid extraction, and solid-phase extrac-
tion [8–10]. Ultrafiltration (UF) in a 96-well format is also being evaluated and
shows some potential, but products and applications are not yet fully devel-
oped. Automated techniques for sample preparation and each of the sample
preparation techniques listed in Table 1 are described below.

A.  Direct Injection

Shown pictorially in Fig. 1, direct injection is conceptually simple and effi-
cient. A sample is obtained, diluted (optional), and injected onto the chro-
matographic column. As depicted, both analytes and matrix components are
injected and it is from this feature that problems can arise. Samples contain-
ing appreciable amounts of protein and cellular components are not always
suitable for direct injection and samples containing high concentrations of
salt can also be problematic, as described above. Direct injection is most suit-
able for clean matrices, such as single- or multiple-component solutions and
admixtures. If samples can be diluted fivefold or more, direct injection can be
applied to samples from in vitro experiments as well.

One effective approach for reducing the contamination associated with
samples having high salt content has been to install an automated divert valve
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between the HPLC column and the mass spectrometer ion source. This con-
figuration, depicted in Fig. 2, allows the divert valve to be automatically con-
trolled by timed contact closures from the pump or autosampler. From injec-
tion to some point before analyte elution, the column effluent containing the
highest concentration of salt is directed to waste. At some time immediately
prior to the elution of the analytes, the effluent is directed to the ion source
for detection. This simple approach helps to keep the mass spectrometer ion
source and focusing quadrupole cleaner longer.

Figure 1 The direct injection process, including the optional dilution step.

Figure 2  The inclusion of an automated divert valve before the mass spec-
trometer ion source.
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Two recently introduced direct injection techniques have been devel-
oped to deal with the special problems posed by biological samples. These
techniques involve the use of restricted access media (RAM) [11,12] and tur-
bulent flow chromatography [13] and are described later.

B.  Protein Precipitation

Figure 3 depicts the essential elements of the protein precipitation experi-
ment. An exact volume of denaturing solvent (often two parts of denaturant
to one part of sample, volume to volume) is added to a sample containing
protein and/or cellular components. Protein denaturation is facilitated by vor-
texing, and centrifugation, allowing collection of the denatured protein into a
pellet at the bottom of the vessel. This process is essentially a phase separa-
tion. The denaturation process causes a disabling of the protein’s ability to
bind analyte molecules. Analytes are typically released from the proteins and
remain in the supernatant liquid, although some analyte molecules are occlud-
ed and are dragged to the bottom with the protein pellet. Samples are cen-
trifuged and the phases can be separated by siphoning off the clear super-
natant, typically with a liquid-transferring work-station. Occasionally, as a
time-saving measure, the supernatant is injected directly, without a prior phase
separation [8].

The most common LC/MS-compatible protein precipitating solvents and

Figure 3 The protein precipitation process, including the steps of denatura-
tion, centrifugation, phase separation, and injection.
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Table 2 The Effectiveness of Common LC/MS-Compatible Solvents for Plasma
Protein Precipitation

% Protein removed
(ratio of solvent

to plasma)
Solvent Supernatant pH 1 2
Methanol 8.5–9.5 73.4 98.7
Ethanol 9–10 91.4 98.3
Acetone 9–10 96.2 99.4
Acetonitrile 8.5–9.5 97.2 99.7
ZnSO

4
: acetonitrile

Source: Ref. 1.

agents have been tabulated in Table 2. Simple organic solvents such as
methanol and acetonitrile are effective at removing more than 98% of pro-
teins from mammalian blood plasma when used in ratios of 2:1 or greater.
The combination precipitant containing ZnSO4 and acetonitrile (1:1) has
been reported to be effective at providing very clean supernatants [14]. Acidic
solvents such as perchloric acid, triflhoroacetic acid, and trifluoroacetic acid
are effective at denaturing and removing proteins from samples but are
incompatible with LC/MS because they produce massive ion suppression and
unreliable quantitation.

Although precipitation is simple and useful as a sample preparation tool,
it leaves a lot to be desired in terms of cleanliness and ruggedness. Protein
precipitation is ineffective at removing salts and lipids from samples, and
these inevitably end up on the HPLC column or in the mass spectrometer
source. Because of lipid buildup on the column head, narrow (2.1 and 1.0 mm
and narrower) HPLC columns can become clogged or their retention charac-
teristics can become altered after a number of precipitant injections. It is high-
ly desirable to use a guard column when using protein precipitation to process
biological samples. Despite this precaution, the column head of an analytical
column can still become corrupted because of lipids breaking through the
guard column after a single run of several samples. Salt in the supernatant is
usually not an insurmountable problem, and the use of a postcolumn divert
valve can be effective.

Other problems associated with protein precipitation are chromatography
problems associated with injecting strong solvents onto narrow bore columns and
sample dilution. Chromatography can be altered if too large a volume of a strong
solvent is injected onto an HPLC column. The injection solvent can create a local
region of strong elution, thereby causing tailing or extensive peak broadening.
These types of chromatographic problems can be minimized by ensuring that the
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organic composition of mobile phase is at least as strong as that of the injec-
tion solvent and by keeping the HPLC injection volume small (1 or 2 µL).
Sample dilution arises from the requirement of a threefold dilution in the
denaturation step. If maximum sensitivity is required for an analyte or group
of analytes then protein precipitation is not the best approach.

C.  Ultrafiltration

Ultrafiltration, as depicted in Fig. 4, allows for a separation based on molecu-
lar size [15]. The central component in this approach is a molecular weight
cutoff membrane, positioned in the bottom of a small cup containing the
sample (donor). Upon sample introduction and centrifugation, this membrane
allows molecules smaller than the molecular weight cutoff (typically 3, 10, or
30 kDa) to pass to a receiver container, while retaining larger molecular
species. Small drug molecules that are not protein bound are permitted to pass
through. Large plasma proteins and any drug molecules bound to them
do not pass and are retained in the donor compartment. Of course, small
matrix molecules such as inorganic salts, lipids, and water will readily pass
through the membrane as well. This ultrafiltrate fluid in the receiver com-
partment is typically directly injected into the LC/MS system, without
additional processing. Because of large concentrations of low-molecular-
weight matrix components present in the ultrafiltrate, the use of a post-
column divert valve is usually a good idea. Reasonable chromatographic

Figure 4 The ultrafiltration process, including a membrane separation of
high-molecular-weight components.
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capacity factors (k’ of 2 to 5) are also a good way to minimize ion suppres-
sion associated with the matrix components.

In principle, ultrafiltration can be an easy way to quantify free drug frac-
tion present in plasma, serum, or other biological fluids. The approach is not
without pitfalls, however, in that ion suppression, clogged membranes, and
poor sensitivity due to extensively bound drugs can derail this type of assay.
Still, ultrafiltration has a lot of untapped potential and could become perva-
sive as membranes are made more robust and adapted to high-throughput
formats such as 96-well plates. A related sample preparation technique, micro-
dialysis, is discussed in Chapter 12.

D.  Liquid–Liquid Extraction

Liquid-liquid extraction (LLE) has been around for a long time and has been
used extensively as an analytical sample pretreatment to remove unwanted matrix
components [16,17]. It is based on the principles of differential solubility and
partitioning equilibrium of analyte molecules between aqueous (the original sam-
ple) and organic phases. Depicted in Fig. 5, LLE initially involves pH adjustment
of the sample with an appropriate buffer. This pH adjustment is intended to
neutralize the molecule, making it more amenable to extraction. The next step is
the addition of an immiscible organic extraction solvent, followed by agitation

Figure 5 The liquid-liquid extraction process, including the steps of pH adjust-
ment, extraction, phase separation, solvent evaporation, and resuspension.
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(vortexing) to facilitate equilibrium partitioning of analyte molecules between
phases. The phases are separated and the aqueous component is discarded.
The organic phase is evaporated to dryness and resuspended with mobile
phase or a similar solvent system and then injected onto the column. Back-
extraction into a secondary aqueous phase, once common when UV
absorbance was the end detection step, is unnecessary when the higher selec-
tivity of tandem mass spectrometric detection is available.

Liquid–liquid extraction is a very good sample cleanup technique for
nonpolar or moderately polar analytes that can be deionized in solution using
pH adjustment. The best recoveries are obtained when an excess of organic
solvent (3- to 10-fold excess) is used. Method development is easy to imple-
ment, as the approach has a high probability of working the first time. The
technique can, however, be labor intensive and it does not provide very good
recoveries for highly polar or zwitterionic species. The adaptation of 96-well
automation has gone a long way toward making LLE an effective tool for bio-
analysis in drug discovery [9,18].

E.  Solid-Phase Extraction

Solid-phase extraction (SPE) (Fig. 6) is a miniature version of the liquid chro-
matography experiment. It was commercialized and introduced in the late 1970s.
With the availability of prepacked cartridges, SPE first became popular in the mid-
1980s [19]. It has been widely applied to sample cleanup in the drug discovery

Figure 6 The solid-phase extraction process, including column conditioning,
sample loading, optional washing, and analyte elution.
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and development areas. Excellent books and articles describing most theoret-
ical and practical aspects of the technique have been recently published
[20–22]. Several varieties of SPE can be utilized, such as reverse phase, ion
exchange, and mixed mechanism retention, and are more practical for biolog-
ical and aqueous samples and should be considered first.

The initial step in SPE is conditioning of the sorbent bed. For a reverse-
phase sorbent such as octadecylsilane (ODS) this is typically done with a small
volume of methanol or acetonitrile (2 µL/mg of sorbent) and water (2
µL/mg) or buffer. The sample is, again, buffered so that ionization of the
analytes is minimized. The sample is loaded onto the sorbent and the sample
solvent is pulled through by vacuum, positive pressure, or centrifugal force.
Analyte and many matrix components partition with the sorbent and are
retained. Some salts and matrix components are pulled through with the sam-
ple solvent. A series of sorbent wash steps are then implemented. These wash
steps use a weak solvent (possibly 5% organic in water or buffer for a reverse-
phase separation) to remove salt and some matrix components from the sor-
bent while leaving the analyte unaffected. Finally, an elution step uses a strong
solvent (70 to 100% organic for normal phase separations) to remove the ana-
lyte molecules from the solid-phase sorbent. This eluate, containing analytes
from the elution step, is collected and either injected directly or evaporated to
dryness with a stream of N2(g) before resuspention and injection.

More recently, membrane disks [23–25] have been developed and are
commonly utilized for sample preparation. Membrane disks contain chro-
matographic partitioning functionality similar to packed-bed sorbents, but use
a thick (~0.2 mm) membrane to support the sorbent. Relative to packed-bed
sorbents, membrane disks allow smaller solvent volumes (~5 X) to be used
for conditioning, washing, and elution. For a 3-mm disk, volumes as small as
50 to 200 µL are effective, thereby allowing the omission of the final dry-
down step for suitable elution solvents. Disk devices have not been without
problems, however, in terms of clogging and flow difficulties. A number of
iterations have had to take place before a practical device was finally devel-
oped [25].

An interesting and possibly unexpected feature associated with solid-
phase extraction disks and other nonsilica sorbents is their lack of silanol
activity. This functionality is an important characteristic of all silica-based
materials, originating from acidity associated with Si-OH moieties in the sili-
ca beads. Endcapping of these silanol sites with methyl groups is moderately
effective, but never eliminates all silanol activity. The practical significance of
silanol activity is that, in addition to a partitioning mechanism, cationic species
will be retained by a secondary ion-exchange interaction. This ion-exchange-
mediated retention has proven useful in that it adds an additional dimension
of retention and separation to the solid-phase extraction experiment. Great
selectivity can be obtained by full utilization of silanol activity [26].
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With the exception of immunoaffinity extraction, which is a specialized
and elaborate sample-preparation approach [27,28], solid-phase extraction
generally provides the cleanest extract of all sample-preparation techniques in
terms of selectivity. The price paid for this performance is that method devel-
opment is generally the most complex and time consuming [29–31]. Generic
conditions for automated 96-well solid-phase greatly reduced the need for
extraction method development and work for about 85% of the small organ-
ic molecule analytes typically encountered in drug discovery [32]. These
approaches are described later.

III.  CHOOSING A SAMPLE PREPARATION APPROACH

When choosing a sample preparation approach for an LC/MS/MS discovery-
phase experiment, at least five questions should be asked. These include What
is the composition of the matrix? What is (are) the chemical structure(s) of
the analyte(s)? How long will it take to develop the sample preparation? Can
the procedure be automated? and How well does the procedure work? If each
of these questions can be dealt with effectively, then, barring analyte instabil-
ity or adhesion difficulties, a reasonably effective sample preparation can usu-
ally be quickly developed.

A.  What Is the Matrix?

Table 3 lists the most commonly encountered sample matrices in drug discovery
(and, for that matter, drug development). These matrices represent samples har-

Table 3 Choosing the Appropriate Sample Preparation Approach

Cellular 

Salts Lipids Protein components
Caco-2 buffer +++ – – +/–
Perfusate buffer +++ – – –
Hepatocytes + +/– + +++
Plasma + + +++ +/–
Urine +++ +/– – –
Bile +++ +/– – –
Brain tissue + +++ ++ +++
Brain dialysate ++ ++ – –
Soft tissue tumor + +/– ++ +++
Note: +++, very abundant; +/–, somewhat abundant; –, not present.
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vested from both in vitro and ex vivo experiments. Each of these sample
matrices has been rated in terms of the extent to which it contains the four
major matrix components: salts, lipids, proteins, and cellular components. The
abundance of each of these components is a major consideration when
selecting a sample preparation strategy.

For example, the Caco II experiment (Chapter 8) utilizes a high-salt
buffer that can be, as described above, problematic when directly introduced
into an LC/MS system. A sample preparation approach that addresses the
high salt content and absence of protein, lipids, and cellular components is
appropriate. Cross-referencing this information to the information presented
in Table 1 suggests that a desalting sample preparation approach such as on-
line solid-phase extraction (column switching), LLE, or SPE would be most
appropriate. Direct injection is also a possible approach that could work in the
short term, but by itself it does not address how to protect the instrument
system from the salts which have been introduced. Some scientists who are
unwilling to spend the extra time and effort required to do SPE or LLE on
these samples have combined direct injection with a ballistic chromatograph-
ic gradient and a postcolumn divert valve to help eliminate sample salt from
the system [33].

Considering plasma as an additional example, the major undesired com-
ponent to be dealt with is the protein content. From Table 1, protein precip-
itation, UF, LLE, and SPE are the most effective at removing proteins from
these samples. The choice between these techniques could be further nar-
rowed by additional selection criteria such as the chemical structures of the
analytes.

B.  What Is the Analyte Structure?

The chemical structure of the analyte is another important consideration in
designing a sample preparation method. The chemical structure gives clues as
to the pH range over which the compound will be ionized or neutral, the rel-
ative hydrophobicity of the compound, and possible chemical reactivity.
Using these clues, an educated guess as to how to achieve the best analyte
recovery and the most direct sample preparation route, including pH adjust-
ment and solvent choices, can be made.

The overriding principle in many extractions of aqueous samples is for
the analyte molecules to be as near neutral as possible by adjusting the pH of
the sample matrix. This guiding principle applies to most liquid–liquid and
reverse-phase solid-phase extractions. If a compound cannot be made electri-
cally neutral through pH adjustment, then an alternate approach could be
considered. A compound such as a zwitterion, which cannot be made electri-
cally neutral could be isolated from the matrix using an approach which is
insensitive to the ionization state of the molecule, such as direct injection,
protein precipitation, microdialysis, or ultrafiltration.

Copyright © 2002 Marcel Dekker, Inc.



Sample Preparation and Handling 183

It is also possible that a solid-phase extraction technique, such as ion ex-
change, could be used to isolate an ionized analyte. This approach can be dif-
ficult to implement, however, if a number of structurally dissimilar analytes
need to be isolated from a single sample. Reverse-phase solid-phase extraction
using an octal or octadecyl sorbent offers a more generic approach that can
even work for charged compounds. These sorbents have a sticky affinity for
organic molecules and, more often than not, will give at least some retention
if the loading and washing solvents have a low organic content.

At this point, a few specific chemical examples illustrating these points
are in order. The compound in Fig. 7a contains several very polar func-
tional groups, including a carboxylic acid, a thiourea, a methoxy, and an
amide. The pK

a
for this compound is approximately 4, owing to the disso-

ciation of the carboxylic acid. Although it could be possible to isolate this
compound from plasma matrix with a simple liquid extraction, the large
number of very polar groups suggests that the recovery for this approach
would be marginal. In practice, with a number of conventional organic sol-
vents, the liquid–liquid extraction recovery rarely exceeded 10%. Protein
precipitation was another option, but the assay sensitivity requirements
precluded that approach. In the end, a reverse-phase solid-phase extraction
proved to be the most viable approach. Plasma samples were adjusted to
pH 2.5 with acetic acid and the analyte molecules were retained on a C

18

Figure 7 Example compounds one (a), two (b), three (c), and four (d).
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sorbent. Recoveries exceeding 60% were routinely obtained for this com-
pound and numerous structural analogs.

A second example is the zwitterionic amino acid L-dopa, shown in Fig.
7b. This simple molecule is ionized over the entire pH range, with expected
pK

a
s of approximately 4 and 10. At pHs below 4, the compound has a net

positive charge and above pH 10 a negative charge is present. Between pHs 4
and 10 both positive (amine) and negative (carboxylic acid) charges are pres-
ent, giving a net neutral charge, but more importantly, making for a heavily
ionized molecule that is poorly soluble in an organic phase. Again, depending
on the matrix and assay requirements, either protein precipitation or solid-
phase extraction would be most appropriate. Numerous literature procedures
for SPE of L-dopa from many biological samples have been published.

A third example is shown in Fig. 7c. This compound contains a number
of weakly basic functional groups, including aromatic and aliphatic amines
and pyrimidines, which can be completely deprotonated above approximately
pH 8. Because of the high proportion of nitrogen in this molecule (clog P =
0.63), it is fairly polar, yet can be readily extracted from samples with a simple
liquid-liquid extraction using common polar organic solvents. Of course,
solid-phase extraction could also work well, but would required some addi-
tional development time.

A fourth and final example, shown in Fig. 7d, illustrates a lipophilic
compound with a single polar, ionizable functional group. After appropriate
pH adjustment to protonate the acid group (below pH 4), the compound will
extract well into most nonpolar organic solvents, including pentane or a mix-
ture of alcohol and pentane. Solvent choice can be made on the basis of
volatility or selectivity requirements and excellent analyte recovery can be
obtained.

C.  Solvent Selection for Liquid-Liquid Extraction

Liquid extraction methods are an excellent choice for drug discovery because
they offer easy method development and effective sample cleanup. Some
desired features of effective solvents in liquid–liquid extraction include
immiscibility with water, polarity to match the analytes of interest, high
volatility for easy dry-down, moderate viscosity for effective volumetric trans-
fer, and lower density than the aqueous phase so that the organic phase rises
to the top. This last characteristic is not a requirement in that denser than
water solvents, including methylene chloride and chloroform, have been used
effectively for numerous liquid-liquid extractions. Table 4 gives a summary list
of important physical properties for the most desirable organic solvents.
Although liquid extraction methods have historically been difficult to auto-
mate, recent advances in workstations designed to manipulate liquids in a 96-
well format have made highly effective semiautomated approaches possible
[9,18].
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Table 4 Important Physical Properties of Highly Desirable
Liquid-Liquid Extraction Solvents

Boiling pt. Density
(ºC) (g/ml) Polarity

Methylethyl ketone 80 0.80 4.7
Ethyl acetate 77 0.90 4.4
MTBE +5% EtOH 58 0.75 3.2
Diethyl ether 35 0.71 2.8
MTBE 55 0.74 2.5
Butyl chloride 78 0.89 1.0
Pentane 36 0.63 0.0

D.  How Long Will It Take to Develop the Sample
Preparation Procedure?

The essence of bioanalytical chemistry for modern drug discovery is a com-
bination of speed and accuracy. In keeping with these requirements, the sam-
ple preparation procedure must be developed in a short time, with a reason-
ably high certainty of success. Numerous modern sample preparation proce-
dures utilize generic conditions that can be easily automated and will work a
large percentage of the time. This is possible because method selectivity
required for a liquid chromatography method with ultraviolet or fluorescence
detection is not necessary when tandem mass spectrometric detection is uti-
lized. This aspect of LC/ MS, more than any other single aspect, has resulted
in a significant decrease in method development time.

For a new class of compounds, with unfamiliar properties, several days
or a week could be required to develop a quantitative method in the low
nanogramper-milliliter range. If a generic method has been established for a
class of compounds, only 1 day is generally required to extend the method to
additional compounds of the same class, even if multiple components are
being determined. If all goes well, then study samples can be assayed on day
two. Problematic compounds arise a small (5 to 10) percentage of the time,
and additional time will be required for their method development.

IV.  CAN THE PROCEDURE BE AUTOMATED?

Numerous recent articles have demonstrated that automated sample preparation
is highly desirable, not only because of time savings, but in order to relieve the tedi-
um associated with processing large numbers of samples [34,35]. When sample
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numbers approach 100, it can be possible for an analytical chemist to save an
hour or more on the sample preparation through the use of automation. It
has been shown that the best way to incorporate automation into a sample
preparation procedure is by developing the initial procedure using automation
[29]. With the advent of dedicated sample preparation workstations for drug
discovery support, this principle still applies.

Recently, automated sample preparation approaches utilizing parallel
sample processing have been described for SPE [10], LLE [9], simple dilutions
[11], and protein precipitation [8]. These procedures utilize commercially
available workstations for liquid handling in a 96-well multichannel plate for-
mat. These workstations are evolving rapidly and are constantly gaining addi-
tional capabilities. A recent article has reviewed the most common types and
describes the major advantages of each [36].

One especially facile workstation, the Quadra 96 (Tomtec), has proven
to be a highly efficient 96-well liquid handler for SPE, LLE, and protein pre-
cipitation. Using this device as a liquid handler, aliquots of solvents can be
manipulated and transferred, in parallel, to each of the wells in the plate in less
than 1 min. One disadvantage of this device is the requirement for samples
to be in a 96-well format at the start of the procedure. Once this requirement
is met, however, and samples are in the correct format, parallel processing can
proceed quickly in a semiautomated format, as shown in Fig. 8.

Using this workstation, a typical liquid-liquid extraction would concep-
tually proceed as follows [9]: (1) A 96-well plate containing samples, standards,
and controls (25 to 100 µL) is placed in position 2 of the workstation. (2) To
this plate internal standard is transferred (25 µL, position 6 of the worksta-
tion), followed by an optional buffer (position 5 of workstation) to adjust the
sample pH (25 to 50 µL). An effort is made to keep the volume of the aque-
ous phase as small as possible in order to maximize the organic-to-aqueous
ratio, thereby maximizing the recovery. (3) An organic solvent (position 4 of
workstation) is delivered in parallel to each of the 96 wells. These wells can be
deep-well vessels that have approximately a 1-mL volume, or they can be dis-
crete tubes in a 96-well rack. Although the center-to-center distance for these
discrete tubes is the same as that for a traditional 96-well rack, they are taller,
thus holding a larger (1.2-mL) volume. This size tube is helpful when a
large volume of organic (up to 800 µL) is desired. The plate is removed
from the workstation, vortexed, and centrifuged and then placed back in
the workstation. (4) Phase separation is con-ducted by the workstation, by
having the 96-well transfer apparatus simultaneously dip into the top
(organic) phase in each well and remove and transfer most of it (80-90%)
to a clean 96-well plate located in position 1 of the workstation. Typically,
700 of the original 800-1.µL volume can be transferred effectively. (5) The
plate containing the extracts is manually removed from the workstation and
transferred to a 96-well dry-down apparatus, using heated nitrogen gas. (6)
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The dried residues are repositioned in the workstation and resuspended with
100. µL of mobile phase or a similar solvent. (7) After briefly vortexing, the
completed plate is placed in the autosampler of the LC/MS instrument and
between 1 and 10 µL of each utilized well is injected (unused wells can be
skipped by the autosampler). Sample order can be easily randomized or oth-
erwise sequenced by the programmability of the autosampler.

Using this procedure, a skilled analyst can prepare five to six plates (480
to 580 samples) in an 8-hr workday. A similar type of procedure has been used
for 96-well SPE for plasma, serum, Caco, rat-intestinal perfusate, liver micro-
somes, and samples from several other matrices. Although more highly inte-
grated plates, such as those consisting of 384 wells, could replace four of the
96-well plates, the extremely limited per-well sample volumes would make
many common sample preparation techniques unfeasible.

A.  Advantages and Limitations of Automated SPE

In order to effectively apply automated solid-phase extraction it is again neces-
sary that the advantages and limitations of the approach be understood. Some of

Figure 8 A semiautomated 96-well liquid–liquid extraction using a Tomtec
Quadra 96 liquid-handling workstation. The large numbers correspond to
workstation stage positions; the small numbers correspond to individual steps
in the procedure.
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Table 5 Some Significant Potential Advantages and Limitations of Automated Solid-

Phase Extraction

Advantages Disadvantages
Time savings Carryover can limit performance
Higher throughput through the use of a Systematic errors can occur undetected

parallel processing algorithm and error recovery is sometimes a pro-
blem

Improved precision and accuracy Precision is worse with systematic errors
Safety; automation decreases exposure to Sample stability (physical or chemical) is

pathogenic or otherwise hazardous sam- occasionally a problem when sequential
ples procession is used

Reduced operator tedium
Automated method development is pos-

sible

the potential advantages and limitations are summarized in Table 5. One long-
standing advantage of automated SPE systems was that unattended operation
and minimal operator intervention allowed for increased timesaving. Analysts
could redirect their time to other tasks during the course of the automated
solid-phase extraction.

An important advantage that has only been recently realized has been
that automated systems are providing higher sample throughput than could be
obtained from manual systems. This advantage has been made possible by uti-
lizing the concept of automated parallel sample processing. With early, automated
systems, individual samples were processed in series [37]. The next sample in
the series was not started until the preceding sample had been completed or
was well on its way. With serial sample processing, automated SPE systems
were slower than manual systems, but because the workstation could operate
continuously during the day, night, or weekend, timesavings were still
achieved. Although not efficient in terms of processing time, this approach
did prove to be effective and is still in use today. The fastest serial processing
equipment currently extracts 25 to 50 samples/hr [36].

Around 1990, automated parallel processing solid-phase extraction was
introduced and demonstrated to be practical [36]. Under this algorithm, numer-
ous samples are extracted simultaneously. Although the equipment requirements
for parallel processing can be more specialized, or at least more cleverly designed,
the great payback occurs in terms of dramatically improved throughput. After
parallel processing became commercially available in the form of the Zymark
Rapid Trace [39], the speed of automated systems began to overtake that of
manual approaches. As is described below, the fastest automation systems in
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existence today, including most 96-well microtiter plate systems, are parallel-
processing systems. The fastest parallel-processing systems can achieve speeds
of up to 400 samples/hr [36].

The ability of an automated SPE system to improve assay precision and
accuracy is variable and depends on factors such as the consistency of analyte
retention and the frequency of systematic errors, such as clogged cartridges
and poor volume transfers. All things being equal, the best assay precision and
accuracy is obtained by an expert, highly motivated analytical chemist who is
not influenced by extraneous factors such as tedium. In terms of precision
and accuracy, automated systems come second. Analysts with average skills
and a normal propensity to boredom can be outperformed by automated sys-
tems when faced with moderate to high sample load [40]. Humanistic factors,
such as safer handling of hazardous materials are also important advantages
for automation. The ability to perform automated solid-phase extraction
method development is an underutilized advantage of many modern work-
stations [29] and is described later.

The limitations of automated systems, although overshadowed by the
ad-vantages, are real and should be kept in mind. One practical limitation is
analyte carryover. Carryover is dependent on many variables, including the
particular apparatus being employed, the range of analyte levels, the adsorp-
tion properties of the analytes, the matrix, sensitivity requirements of the
assay, the extent of flushing, tip changing, and similar operations. At best, car-
ryover can limit the dynamic range of an assay by giving erroneously elevated
analyte response at low levels. At worse, carryover can severely affect the pre-
cision and accuracy of an assay method and give falsely higher results. For a
given apparatus, carryover that is acceptable for one application can be com-
pletely unacceptable for another application. For this reason, carryover should
always be evaluated over a wide, realistic range when automated solid-phase
extractions are planned. Extent of carryover ranging from 0.01 to 0.5% is typ-
ical, and the smaller the carryover, the better the assay performance.

An important feature now available on many liquid-handling worksta-
tions is liquid level sensing. By using the presence or absence of electrical con-
ductance between different areas on the liquid transfer tips, liquid level sens-
ing can detect whether liquid is present in a suitable form for transfer. If liq-
uid is not present, the transfer tip can be repositioned to reattempt the trans-
fer. This feature has practical significance when clots, flocculent, or inhomo-
geneities are present in samples. In many cases, the workstation can be pro-
grammed to make several attempts at a suitable sampling of liquid. Typically,
if a suitable sampling of liquid cannot be obtained, the workstation will skip
the sample and continue. This approach is helpful for decreasing the number
of systematic errors made by sample inhomogeneities such as clots or protein
globules in mammalian plasma, but is not as reliable as avoiding and working
around the clot in a manual transfer.
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A final disadvantage for some automated solid-phase extraction systems
is the physical or chemical stability of the samples. This issue is most prob-
lematic when the serial-processing algorithm is being used with unstable sam-
ples. For example, if a drug substance is determined in plasma, with an over-
all processing time of 3 min per sample and 60 samples are to be processed
serially, it is important to know if the drug is stable for 3 hr. In addition, the
physical stability of plasma comes into play. If protein flocculent begins to
occur in the plasma due to denaturization, the incidents of clogged solid-
phase cartridges or wells will increase and the extraction failure rate can increase
dramatically at the end of a run. Parallel processing algorithms are less suscep-
tible to sample stability requirements because the time required to process all
samples is usually brief (10 to 20 min) and because removal of the analyte
from matrix can physically or chemically stabilize the sample. For this reason
and because of higher throughput, parallel processing approaches to auto-
mated solid-phase extraction have advantages over serial-processing methods.

B.  A Brief Review of Equipment for Automated SPE

An excellent review of hardware for automated solid-phase extraction has
been recently published by Smith and Lloyd [36]. In this review, Smith and
Lloyd present an overview of at least 18 different commercially available sys-
tems for automated SPE and discuss 13 important attributes, such as the
degree of automation, type and quantity of work, cost, functionality, and so
on. Their discussion is intended as a guide for selecting a suitable system and
it is highly recommended for this purpose. We do not attempt to redo this
excellent review. Instead, we have classified the available systems into three
categories: (1) on-line SPE techniques, (2) discrete column workstations, and
(3) 96-well workstations. Their descriptions, advantages, and limitations fol-
low.

1.  On-Line SPE Approaches

Three recently introduced on-line extraction techniques have been applied to
biological samples. These techniques involve direct injection with restricted
access media [11,12], turbulent flow chromatography [13], and on-line solid-
phase extraction.

The concept of RAM combines a hydrophilic external surface and a
hydrophobic internal surface in silica particles with controlled pore sizes (Fig. 9).
Large biopolymers, such as proteins, are prohibited from entering the pores of
the packing and are not well retained by the column. Therapeutic drugs and
other small molecules permeate the pores of the column packing material, where
they partition and are retained. This approach is, in principle, a combination of
size exclusion and partition chromatography. In practice, to obtain a reasonable
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amount of chromatographic efficiency, it is often necessary to perform a col-
umn or solvent switch with this approach, sometimes using a back flush setup.
It occasionally takes a few days to develop suitable conditions, and sample vol-
umes are limited to 10-50. µL. The RAM column typically requires 1.1 to 2
mL of solvent for washing after each injection and this can usually be done
while analytes are eluting from a downstream analytical column. A limitation
associated with this arrangement is that injection-to-injection cycle time can
be long (8 to 15 min) and sample instability (both matrix and analyte) can be
problematic when a large number of samples is involved. Injection-to-injec-
tion analyte carryover, although not well characterized, is also a potential
problem.

Turbulent flow chromatography is a direct-inject sample-preparation tech-
nique that is accomplished on a special chromatography column. The technique
has some applicability toward plasma and serum. The special column combines
large particle (50 µm) and frit size (20 µm) with high flow rate (5 to 10 mL/
min) to achieve eddies and nonlaminar flow. Under this arrangement, improved

Figure 9 Use of a sorbent particle for restrict-access media chromatography.
This media allows proteins and macromolecules to be excluded and elute in
the solvent front, while small analyte molecules enter the pores and are
retained.
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mass transfer and flow equilibration increases the analyte diffusion within the
pores of the packing material. The net result is a separation of large biologi-
cal matrix components from small analyte molecules. Sample pretreatment
can be reduced to a simple centrifugation step, but the column is usually back-
flushed and reequilibrated after each injection to rid the system of insoluble
components. Method sensitivity can be nearly equal to off-line preparation
(low nanogramper-milliliter range for 50-µL sample size). There is a signifi-
cant loss of chromatographic efficiency in the form of peak fronting or tail-
ing (Fig. 10) and variable analyte recovery is prevalent. For many compounds,
interinjection carryover (0.15 to 0.5%) seems to limit the dynamic range and
utility of this technique.

The most widely applied on-line solid-phase extraction apparatus con-
tinues to be the Prospekt [41–49]. This device incorporates custom solid-
phase extraction cartridges into an analytical-scale HPLC separation using
three electrically actuated switching valves. Several hundred cartridges can be
loaded into the instrument prior to initiation of a run. Under program con-
trol, samples in a 96-well format can be directly injected onto the head of the
cartridge, undesired components washed to waste, and then analytes eluted to
an in-line HPLC column, followed by detection. As with all column-switching
arrangements, elution solvents are limited to those that are compatible with
the downstream components and must be carefully selected to maintain
acceptable chromatography. To circumvent this limitation, some investigators
have gone so far as to propose eliminating the analytical column entirely [50].
Again, as with other serial processing techniques, sample stability must be
considered.

There are advantages to on-line serial-processing approaches. Although
the throughput is lower than pure, parallel-processing systems, they can gain
back some lost efficiency by a direct link between the sample preparation and
the downstream separation/detection and fewer liquid transfers are made.
The trade-off to be made is that the downstream separation and detection
need to be adapted to the on-line extraction through timing and solvent selec-
tion. This could lead to suboptimal performance.

2.  Discrete Column Workstations

One current arrangement for solid-phase extraction workstations is to use dis-
crete SPE columns in commercially available syringe barrel sizes. Two systems
that have successfully used this approach are the Rapid Trace (Zymark) and the
Speed Wiz (Applied Separations). The biggest advantage of these systems is the
wide selection of phase availability in the syringe barrel format. This advantage
could diminish in time, as additional sorbent types become available for 96-well
workstations. Another advantage is that each of these systems is, to some extent,
a parallel-processing system, so at least some throughput advantages are enjoyed,
relative to serial processing. In this regard, the Rapid Trace is a hybrid serial/
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Figure 10 Chromatogram for a typical turbulent-flow chromatography experiment (50-µ/L injection), showing fronting
and tailing behavior. The numbers of theoretical plates (N) for this compound is ~350.
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parallel-processing system; consisting of up to 10 modules operating in paral-
lel, each module can process up to 10 samples serially.

A limitation of the currently available discrete-column workstations is
that ancillary tasks, such as building standards and reagents, extract dry-down,
and direct autosampler compatibility, are not available. Discrete-column work-
stations were introduced years before 96-well workstations and seem to be
losing ground to them, primarily due to throughput and speed limitations.
The ability of a discrete-column work station, such as the Rapid Trace, to
finely tune conditions for a solid-phase extraction is, however, unmatched
[30–31].

3.  96-Well Workstations

The recent explosion of automated solid-phase extraction is directly related
to the commercial availability of 96-well format workstations and solid-phase
ex-traction materials in 96-well format. Of the 10 automated workstations
ranked for throughput in Fig. 11 [36], those 6 with the highest sample
throughput are 96-well (read: parallel-processing) systems. Unless there is a
radical, unforeseen breakthrough in the serial-processing approach, serial
sample processing will not be able to compete for throughput with parallel
sample processing.

Not all 96-well workstations were created equal. There is a definite rela-
tion-ship between price, functionality, and complexity. The greater the function-
ality, the greater the complexity and price. Many 96-well workstations such as the
Packard Multiprobe II and the Beckman BioMec 2000 have been adapted from
general-purpose use. These systems were designed as liquid handlers long before

Figure 11 Comparative sample throughput for several automated solid-phase
extraction workstations. (From Ref. 36.)
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they were ever used for solid-phase extraction. As such, these automated
work-stations have more flexibility and capabilities at the expense of efficien-
cy. They allow for almost completely automated approaches while displaying
greater facility and lower throughput efficiency. The 96-well manifold, similar
to that shown in Fig. 12, has been widely adapted to these workstations.

The 96-well systems are not the best available technology in terms of
producing precisely tuned solid-phase extractions. Yet, because of the insa-
tiable demand among some analytical groups for increased speed and
throughput, 96-well workstations seem destined to gain popularity at the
expense of other approaches until they are eventually supplanted by some-
thing better.

C.  How to Automate Solid-Phase Extraction

For an automated solid-phase extraction to be worthwhile, a minimum number
of samples are required. In the past, this break-even number was a few hundred

Figure 12 Typical shallow-well 96-well format solid-phase extraction vacuum
manifold adapted for use with liquid-handling workstations.
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samples. The work required to automate an extraction demanded an assay of
this many samples before a return was obtained on the time investment. As
automated solid-phase extraction has become more commonplace and as bet-
ter off-the-shelf solutions have become available, this break-even number has
decreased. It now can be as low as 5 or 10 samples, depending on the system
available and the analytical chemist’s comfort level with automation.

There are few absolute rules in solid-phase extraction. One rule that stands
out is that if a procedure is to ultimately be automated, it should be automated
from the onset of method development, using the workstation on which it will be
run. It is counterproductive for an extraction protocol to be developed manually
then automated, as there are enough differences in pressures, flow rates, and sol-
vent composition that transferring from manual to automation is like starting
method development from scratch [40]. In addition, automated workstations have
developed to the point where a number of efficiency advantages can be gained by
doing the solid-phase extraction method development on the workstation [34].
Initial steps in automated solid-phase extraction, therefore, include selection of a
workstation, based on assay requirements, on which to begin method development.

As the initial experiment, a solid-phase extraction method development
paradigm might involve recovery evaluation at one concentration, in dupli-
cate, on several different reverse-phase sorbents (eight samples plus four
blank extracts for spiking as recovery standards). To achieve a first approxi-
mation of best case recovery, wash and elution solvents are chosen so that the
analytes have the best chance of being retained and eluted. For a wash solvent
in a reverse-phase extraction, 95:5 aqueous: organic could be chosen, and the
converse (5:95 aqueous: organic) could be chosen as an elution solvent.
Because the extraction selectivity is suboptimal at this juncture, the use of a
highly selective detection method is desirable. The evaluation of recovery
using nonmatrix samples is not recommended because interaction of analyte
molecules with matrix components will affect recovery. On the basis of
recovery, one or two sorbents could then be selected for further evaluation.
An example of these experimental results is shown in Fig. 13. Several sorbent
manufacturers can supply 96-well SPE method development kits. These kits
are designed so that a different sorbent is located in each row of a single 96-
well microtiter plate. Using one of these plates, a number of different sor-
bents can be evaluated in a single set of automated experiments.

Next, five or six wash solvents containing various amounts of organic
(possibly 5, 10, 20, 30, 40, and 50%) are tested. This also requires duplicate
determinations and recovery standards (18 samples). An example of these
experimental results is shown in Fig. 14. From this plot, it is easy to select an
appropriate wash solvent composition to maximize recovery.

This experiment could be followed by an evaluation of elution solvents at
typical organic compositions of 70, 80, 90, and 100% (12 samples), with 70%
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as a practical limit for evaporating extracts in a reasonable time. If dry-down
is to be omitted from the procedure, then this restriction need not apply.

A fourth experiment would be an evaluation of precision and recovery
at one to four concentration levels (n = 6 to 24 plus a recovery standard), plus
recovery of an internal standard (n = 3 plus recovery standard). Therefore, as
a minimal method development exercise, 60–70 spiked samples would be pre-
pared and extracted within 1 day. The experiments need to be performed
sequentially because the results from each will impact how subsequent exper-
iments are designed. Selectivity is assessed through the course of the method
development. The analytical chemist with access to API LC/MS/MS will
spend less time on solid-phase extraction selectivity development.

With many types of solid-phase extraction workstations, especially
those with computer control of flow and pressure, some initial experience is
required to select these parameters. After this experience has been gained, the
same or similar settings can be used for a variety of applications without
adjustment.

As mentioned earlier, carryover is a problem for automated SPE work-
stations and carryover performance should always be investigated. This set of

Figure 13 Solid-phase extraction recovery of two acidic compounds from
four different solid-phase sorbents using a wash solvent of 5% acetonitrile
and an elution solvent of 100% acetonitrile. The solid lines indicate the coef-
ficient of variation associated with each determination. (From Ref. 31.)
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experiments can be as simple as running a few matrix blanks in the same
workstation positions after a few high-level samples or standards have been
processed. If carryover is observed, then additional wash steps or transfer tip
exchanges need to be added to the procedure and the carryover assessment
needs to be repeated. If carryover cannot be eliminated in this way, then it
could be possible to decrease carryover by selecting a more appropriate wash
solvent for increased analyte solubility and decreased surface adsorption. For
example, if the analytes are amine-containing compounds and demonstrate
stickiness to surfaces, a mixture of methanol, water, and trace formic acid
would be a better wash solvent choice than pure acetonitrile.

Carryover limits the performance and usefulness of some solid-phase
extraction systems, automated or manual. Some degree of carryover is always
present and can be observed if the detection technique is sensitive enough or
the analyst looks hard enough. It is, therefore, important that realistic levels of
carryover are assessed. If a method will be used to quantify an analyte over 1 to

Figure 14 Solid-phase extraction recovery of a compound as functions of
wash solvent concentration and sorbent. Solid dots (•) indicate recovery for
C2 sorbents, and hollow dots (ο) indicate recovery for CH sorbent using
100% acetonitrile elution solvent. (From Ref. 31.)
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1000 parts per billion, carryover from a 10 parts-per-million sample may not
be reasonable if this level will not be encountered in sample assay work.
Abnormally high analyte levels do occur sporadically in most analytical work
and these occurrences must be recognized. The final options for eliminating
carryover from automated methods are to deliberately limit the low-end
dynamic range of the method so that false positives are not encountered or
to avoid using an automated system for the extraction. If it is not feasible to
increase the limit of quantitation, a different option must be found.

D.  A Generic Approach to Automated
Solid-Phase Extraction

Because of the widespread use of LC/MS/MS for drug discovery bioanaly-
sis, there is currently less of a necessity for finely tuned solid-phase extrac-
tions than there once was in this area. Instead, generic solid-phase extraction
conditions that can accommodate many different analyte structures using the
same extraction conditions have become more interesting. To make a solid-
phase sample preparation useful for LC/MS/MS it must remove as much of
the sample salts as possible in order to reduce the effects of ion suppression
[47,51–52] and it must remove as many nonvolatile matrix components as
possible so that the instrument ion source is not quickly fouled. Because the
LC/MS/MS instrument is inherently so selective, added assay selectivity, per
se, is no longer an objective of solid-phase extraction.

Examples of this approach has been reported by Janiszewski [10] and
others [53] by utilizing extraction disks in a 96-well format to perform quick,
automated solid-phase extractions under very simple wash and elution condi-
tions. In one approach [10], a Tomtec Quadra 96-well workstation was used
to perform the semiautomated solid-phase extraction with Empore C

2
extrac-

tion disks. The advantage of this piece of equipment is that it allows liquid to
be transferred to or from all 96-wells simultaneously, thus giving the greatest
throughput advantage.

The generic protocol for this type of extraction requires the sorbent to
be conditioned with pure organic solvent and then water prior to sample load-
ing. After the wells are processed with aliquots of wash solvent (typically water
or buffer/organic mixture), a 96-well shallow plate is manually inserted into the
collection position and the elution solvent (pure organic or organic with a small
amount of acid or base) is added to each well. It is also possible to use multiple
solvent elution steps to elute different classes of compounds separately. With
extraction disks or small-mass (10-mg) packed-bed sorbents, the elution volume
can be kept in the 75- to 150-µL range. As a simplification to the procedure, the
eluate is not dried down. Rather, the contents of each well is diluted with a small
volume of water or buffer to give an injection solvent with a composition (20 to
40% aqueous) that is compatible with the liquid chromatography mobile phase.
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This approach provides minimal sample cleanup with little or no
method development effort. The solid-phase extraction desalts and depro-
teinizes the samples: method selectivity is furnished by the LC/MS/MS sys-
tem. The approach is capable of high throughput (up to 400 samples/hr) and
appears to work a large percentage of the time, making it well suited for drug
discovery support.

V.  EVALUATING SAMPLE PREPARATION PERFORMANCE

Analytical and bioanalytical methods for discovery can be evaluated and judged
according to many of the same figures of merit used for good laboratory prac-
tices assays in support of toxicokinetic and clinical studies [54]. A list of typical
parameters is given in Table 6. These parameters help to ensure data quality and
build additional confidence in the analytical results. Because of the shortened time
scale for discovery work, assays are necessarily developed and used over 2 or 3
days and then might never be used again. Also discovery experiments are often
rudimentary in nature, yielding only preliminary drug information from a limited

Table 6 Useful Figures of Merit for Bioanalytical Methods
Routinely evaluated?

Discovery Development
Parameter phase phase Comment
Dynamic range √ √ Based on adherence to linear or

quadratic regression model. The
correlation coefficient is useful
only in that in measures scatter.
Other parameters for goodness
of fit are more useful.

Quantitation limit √ √ Based on precision of replicates at
the limit of quantitation.

Selectivity √ √ Based on a combination blank ma-
trix samples and chromato-
graphic homogeneity in real sam-
ples.

Precision √ √ Based on replicate spiked samples.
Accuracy √ Based on replicate quality con

trols.
Recovery √ Often not evaluated in discovery,

>70% recovery is desirable for
fully validated methods.
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number of samples. It is appropriate, therefore, to separate the analytical
method figures of merit parameters that are essential (indicated by a check in
Table 6) from those that are useful.

A.  Quantitation Limit, Dynamic Range, and Linearity

During method development and characterization, it is desirable to construct
a calibration curve running from lowest to highest standard. This allows
assessment of dynamic range; linearity; and, to some extent, quantitation
limit. By assessing the chromatographic peak area counts and the signal-to-
noise (S/N) ratio associated with the lowest standard a better assessment of
quantitation limit can be gained. In practice, an S/N of 10 suggests that a
given quantitation limit is feasible. After the calibration curve has been con-
structed, the relative errors in the back-calculated standards are calculated for
all standards. Relative errors of 15, 20, or even 30% in standards can be
acceptable, depending on the degree of confidence required in the data.
Deviations from linearity are usually acceptable, and linear or quadratic
regression models have been used gainfully, along with unweighted or weight-
ed regression lines (refer to Chapter 5). It is generally desirable to have as wide
a calibration range as possible, as this will minimize the possibility of having
some samples above the limit of quantitation. Two-and-one-half to 3 orders
of magnitude in dynamic range are generally achievable.

B.  Assay Precision

Precision is a fundamental measure of assay performance and it should be
assessed whenever possible [55]. This will allow a minimum understanding of
how much confidence can be placed in the analytical data. In fully character-
ized assays designed to support definitive nonclinical and clinical studies,
between-run and within-run assay precision of 15% or less (20% at the quan-
titation limit) is acceptable. Because of the shortened time scale for assay
development and characterization in discovery these guidelines are excessive-
ly restrictive. Precision values of 20 to 30% are acceptable, as these are still
less than intersubject variability associated with many nonclinical experiments.
With this level of imprecision, data quality is sufficient to answer fundamen-
tal scientific questions such as relative levels of drug absorption, relative val-
ues of absolute bioavailability, and relative degree of drug clearance.

C.  Assay Selectivity

Because of the intrinsically selective nature of LC/MS/MS, assay selectivity is
not as big an issue as it was in the past. Truly endogenous interferences are rare
and can often be handled by modifying chromatographic selectivity or, as a last
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resort, the sample preparation procedure. A simple and effective tool for eval-
uating assay selectivity continues to be the evaluation of blank matrix samples
from one or more sources. Another indication of selectivity issues can be the
quality of a calibration curve construct. If an acceptable or high-quality cali-
bration curve is produced (high degree of linearity, low scatter, and zero inter-
cept) then it is probable that assay selectivity is under control. Nonzero inter-
cepts, upward bending calibration curves, and high degrees of scatter can
indicate selectivity problems or other issues [56–58].

The larger selectivity issue for LC/MS/MS arises not from the matrix,
but from the compound itself. Instability of the compound, whether arising
from chemical degradation or biotransformations, can lead to additional or
split chromatographic peaks. These peaks are produced when chromatograph-
ically resolved degradation products or metabolites fragment in the source to
recreate the parent drug. Once this in-source fragmentation occurs, the compound
will behave exactly like the parent compound in the mass spectrometer
because it is the parent compound. An example of this is given in Chapter 5.

Currently, there are no mass-spectrometric techniques to differentiate
between original parent drug and that formed by in-source fragmentation. To
circumvent this problem, it is advisable to have at least some chromatograph-
ic retention (k’ of 2 to 5) for each analyte to be quantified. Although metabo-
lite/ degradation product formation and retention cannot always be reliably
predicted a priori, this precaution is likely to eliminate many selectivity prob-
lems caused by in-source fragmentation of unforeseen metabolites. A valuable
tool for evaluating this type of assay selectivity is to observe the degree of
chromatographic peak symmetry. Split peaks or shoulders often indicate that
chemistry is occurring with the analyte(s).

D.  Assay Accuracy

Accuracy is one of the most difficult assay performance parameters to esti-
mate. The most readily accepted modern approach for estimating assay accu-
racy is to obtain (purchase or make) and assay replicate quality control sam-
ples containing the analyte(s) of interest. In this way, the relative error
between theoretical and found concentrations of analyte can be calculated
and used as an estimate of accuracy. This approach is constrained in that drug
protein binding, drug lipid partitioning, or other synergistic drug/matrix inter-
actions in real samples can limit the value of control-based accuracy estimates.

Because of the highly novel nature of new drug candidates, it is not possi-
ble to purchase controls containing these analytes. This leaves the possibility of
preparing control samples. The rapid pace of drug discovery and the limited sup-
ply of untested and highly novel drug candidates (sometimes only a few milligrams
are available for all testing) suggest that it is unrealistic to prepare quality con-
trols for an assay that will be used only once. This means that many early in vitro
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and in vivo assays for drug screening will be run without an estimate of accu-
racy. Only at the latest discovery stages, when there are less candidates and any
one candidate has a much higher chance for success, do quality-control-based
accuracy assessments make sense. At later stages of discovery, when it is
assessed, the accepted criterion for assay accuracy parallels that for precision:
typically 20 to 30% relative errors.

E.  Extraction Recovery

As with accuracy, assay extraction recovery can only be estimated from con-
trol samples. Also, discovery phase analytical methods are, by constraint, less
robust than those required for late-phase drug development work. An accept-
able drug assay for discovery may need to be totally reworked to support drug
development. For these reasons recovery is not often assessed during discov-
ery phase analytical work.

At some point, however, assay recovery for an LC/MS method will be
estimated and when this is done several important points are worth keeping
in mind. Over the instrument linear range, mass spectral response is propor-
tional to the number of ions which have entered the high vacuum region of
the instrument. This number of ions is, in turn, dependent on how efficient-
ly an analyte is ionized in the source. For a given analyte, the extent of ion-
ization dictates its ability to compete with the matrix components present. As
the amount of ionizable matrix components increases, the ability of an ana-
lyte to ionize, hence its apparent concentration, is diminished. This so-called
ionization suppression, or ion suppression, can lead to nonquantitative behavior in
LC/MS [51,52].

If not done carefully, ion suppression can severely distort the determi-
nation of assay recovery. For example, if the recovery of a liquid–liquid
extraction is to be evaluated, the comparison of analyte peak response from
a spiked, extracted matrix sample to the analyte peak response from a clean
solution is not appropriate. The compound in clean solution will ionize much
more readily than the compound in extracted matrix, so that when the ratio
of response extracted to response nonextracted is calculated, an erroneously
low estimate of recovery will result. If this type of recovery estimate is to be
conducted, it is much better to extract an aliquot of blank matrix and spike
the analyte into this residue for use as the recovery standard. In this way, the
ionization environment of the recovery test sample and standard are approx-
imately equal and a meaningful estimate of recovery can be made.

F.  Controlling Variability in Analytical Methods

It is valuable to understand the sources of uncertainty (variability) in analytical
methods and in the sample preparation step in particular so that it can be man-
aged and controlled accordingly. It has been well established by modern statistical
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theory that the overall random uncertainty of an analytical process is equal to
the square root of the sum of the squares of individual standard deviations
of various components in the process [59]. The equation for this is as follows:

S2
overall

= S2
aliquot1

+ S2
aliquot2

+ S2
sample prep

+ S2
injection

+ S2
ionization

+ S2
fragmentation

+ S2
detection •

Here, the overall square of the standard deviation for the assay method equals
the sum of the squares for volumetric transfer, sample preparation, injection,
ionization, fragmentation, and detection. Under normal circumstances, it has
been shown recently that if the proper precautions are taken, the standard
deviations for volumetric transfers are small and well controlled, even when
biological or fermentation media are involved [60]. The standard deviation for
sample injection is typically less than 1% as well. Although the uncertainty
associated with ion detection in mass spectrometry is dependent on a number
of components, including the mechanism of detection and the signal-to-noise
ratio, for S/N ratios greater than 10 or 20, the random error associated with
detection is also small. Likewise, fragmentation for the most common ion
molecule processes can usually be controlled to within a small percentage.
These terms in the above equation can be neglected, and the equation simpli-
fies to the following:

S2
overall

= S2
sample prep

+ S2
ionization •

The limiting sources of uncertainty in LC/MS/MS methods are sample
preparation and sample ionization. Under typical conditions, the random
uncertainty associated with sample preparation is 5 to 15% relative standard
deviation. This can increase to 25% or more when variables such as pH, sol-
ubility, or protein binding of the analyte within the matrix are not well con-
trolled. If sample pH adjustment, for example, is poorly chosen during sam-
ple extraction, then the ionization state of the analyte molecules can be mixed.
Small sample to sample differences in pH will then result in variable recovery,
leading to high overall assay variability.

Analyte ionization can also be highly variable, ranging from 5 to 10% under
the best circumstances and sometimes reaching 20% or more. There are several
possible reasons for this higher variability, most of which are traceable to the sam-
ple preparation. One possible reason for highly variable ionization is source foul-
ing. As a number of samples are passed through the ion source, matrix compo-
nents can accumulate on or around the source cone orifice plate or RF lens. The
deposition of debris on these components can cause a loss in ion formation over
the course of a few dozen samples. Modern ion sources such as the Z-sprayTM and
the Sciex sources have greatly reduced this problem, but it seems unlikely that the
problem will ever be completely eliminated. The undesired accumulation of non-
volatile matrix components is one of the perils associated with the interfacing
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of a condensed phase domain of samples with the vacuum phase domain of
ion chemistry.

A second possible reason for ionization variability is the presence of
semi-volatile or volatile components in the chromatographic effluent. If these
inorganic salts and organic matrix components coleute with the analyte mol-
ecule, they can compete with and curtail ionization. Effective deterrents to
sample derived ionization suppression include ensuring that the sample prepa-
ration approach does an adequate job of sample cleanup, eliminating as much
salt as possible, and providing adequate chromatographic separation of salts
from the analytes. Longer retention times and ballistic gradients have been
used for this purpose [33].

A better way to minimize the effects of this ion suppression is to have
the luxury of a stable-label internal standard. The stable-label internal standard
has the same structure as the analyte molecule, but certain atoms in the mol-
ecule will be replaced by nonradioactive isotopes, thus giving the stable-label
compound a different molecular mass, but virtually identical properties in
every other way. This stable-label internal standard will extract, chromato-
graphically elute, and ionize in the same ways as the analyte. It will be distin-
guishable by m/z in parent and, possibly, daughter ions depending on the
position(s) of the isotopic label. Unfortunately, stable-label internal standards
are not available for most early-phase drug discovery work because of the
rapid time scale and the large number of compounds involved.

G.  Assessing Discovery Assay Performance—An Example

Figure 15 depicts a set of electrospray MRM chromatograms for a cassette
consisting of seven compounds plus an internal standard (top chro-
matogram). These chromatograms are for the low standard in a curve that
ranges from 2.5 to 1000 ng/mg in brain tissue. The compounds included in
this assay were structurally similar to that depicted in Fig. 16, containing both
positive and negative ionizing groups. For convenience, a positive ionization
mode was selected for this experiment. The sample preparation included
sonic homogenization of weighed amounts of brain tissue in saline, followed
by liquid extraction using methyl-tert-butyl ether in a semiautomated 96-well
format. Although the retention times are short, the capacity factors for ana-
lyte molecules were still acceptable (ranging from 1.2 to 4.2), owing to the
small dimension analytical column used (3.0 X 1.0 mm). Analyte compounds
were injected individually during method characterization to verify that inter-
ference, derived from common parent–daughter ion combinations, was not
occurring. Liquid–liquid extraction often draws a large amount of lipids from
brain tissue. Although these components do not interfere with the detection
selectivity of the assay method, these materials can often build up on the head
of the column. The use of a guard column or a large-diameter (3.0 mm diam-
eter or greater) column will allow for a reasonable column life.
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Figure 15 Electrospray positive multiple-reaction monitoring (MRM) chro-
matograms for seven dosed compounds plus an analytical internal standard
(top chromatogram). Compounds were extracted from brain tissue (2.5
ng/mL) by 96-well semiautomated liquid-liquid extraction.
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Additionally, the quality of a calibration curve was assessed by evaluat-
ing the relative errors (RE) associated with back-calculated concentrations (C)
for standards (%RE = 100 X (C1

nominal
— C1

calculated
)). These errors are generally

expected to be less than ±30% across the calibration range. Replicate values
for imprecision were assessed at the high and low ends of the calibration
range and were found to be less than ±30%. This figure of merit is often used
to set the quantitation limit for the calibration range. That is, during a practice
run, replicates standards were run at several levels (1.0,2.5,5.0 and 10 ng/ml).
If a particular level fails to attain a relative standard deviation (RSD) of less
than 30%, the quantitation limit is set one level higher. In this example, the
RSD was less than 30% at the 2.5 ng/ml level, but approximately 50% at the
1 ng/ml level. Therefore, the 1 ng/ml level was not used for this assay
method. In this facile way, a certain degree of assay characterization is quick-
ly obtained for discovery stage assays. Using this method, an analytical
chemist can readily quantify the levels of these drug candidates in rat brain tis-
sue.

VI.  THE EVOLUTION OF ANALYTICAL METHODS

The evolution of a bioanalytical method through drug discovery and devel-
opment roughly parallels the evolution and growth of our overall knowledge
about the drug candidate, as outlined in Fig. 17. Initially the method is used in
a drug candidate screening mode, where the questions asked include how well
the drug is absorbed, distributed, metabolized or excreted relative to other
candidates. It is a rudimentary method in that it conforms to minimal stan-
dards of precision, linearity, or quantitation limits. Some performance param-
eters, such as accuracy or recovery, may not be assessed. It requires a small
investment in time (usually a day or 2 for development) and will exhibit the
highest failure rate of any position in the process. A formal validation is not
conducted and quality controls are usually not prepared because of a lack of
availability of the compound.

If the drug candidate is chosen to progress to the prelead (preclinical) stage,
the method evolves to a somewhat more robust state. Additional quality control
is built into the method and the analyst, having used the method one or more

Figure 16 Chemical structures of the compounds separated in Fig. 15.
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times, will have more confidence in it. Often, at this stage, quality control
samples are prepared and used to assess assay accuracy and compound stabil-
ity. Extensive assay validation is not yet conducted, however, as the viability of
the drug candidate is still highly questionable.

If a compound is selected to enter preclinical development it is normally
given significant resources and is expected to be around for an extended peri-
od of time. Now it is expected that the assay will be used more extensively to
answer detailed questions about the drug with greater precision and confi-
dence. The assay could be redeveloped and extensively characterized and test-
ed so that it meets well-established guidelines for inter- and intraday precision
and accuracy [54]. Other performance criteria, such as sample stability, are
looked at as well. Sample preparation recovery could be denned in replicate.
The assay is applied to large-scale, nonclinical studies in a variety of species.

As a compound proceeds into first-in-human clinical trials, the assay
method reaches an apex in terms of performance. These methods require
maximal sensitivity to be able to support dose escalation studies. The selec-
tivity of the method is well established versus matrix components, concomi-
tant medications, and metabolites. The assay is revalidated in the human
matrices (plasma, serum, and urine) and will again meet well-established
guidelines for inter- and intraday precision and accuracy. If significant changes
are made to the method, a comparison of methods study will be conducted
to understand the relative accuracy of the methods. After this benchmark,
assay requirements, especially limit of quantitation, are usually less demanding
and use of the assay becomes more routine, as it is applied again and again to
additional clinical studies for pharmacokinetic support.

Figure 17 Bioanalytical methods evolve and improve as the drug discov-
ery/development process progresses.
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VII.  INTEGRATED SAMPLE HANDLING
FOR DISCOVERY BIOANALYTICAL

One possible logistical roadblock to the widespread use of 96-well sample
preparation workstations is the requirement that samples be in a 96-well for-
mat prior to the start of sample processing. Possible solutions to this include
(1) manual transferal of samples, (2) the use of a liquid handling workstation
to transfer samples, or (3) initial generation and delivery of samples in a 96-
well format. Each of these approaches has been used to some extent, with the
least desirable being manual transferal. The use of a liquid handling worksta-
tion, such as the Packard Multiprobe, has shown some utility in transferring
samples from individual vials to a 96-well plate. Most recently, however, some
discovery laboratories have settled on the latter approach: the initial genera-
tion and delivery of samples directly in a 96-well plate. Although not applica-
ble to all types of sample matrices, most notably solids [61], this approach can
streamline the sample preparation approach by eliminating one or more sam-
ple transfer steps and by allowing 96-well sample preparation to proceed more
efficiently.

Figure 18 depicts an integrated sample/information flow for a typical dis-
covery-phase ex vivo experiment. In this model, a discovery scientist designs

Figure 18 Schematic representation of an integrated sample preparation/han-
dling process for discovery bioanalytical. Electronic information flow regard-
ing study design and sample collection moves in parallel with the physical han-
dling of the samples.
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a protocol and builds a sample list that is electronically available to all groups
participating in the study. Animal modeling specialists execute the dosing pro-
tocol and collect and deliver samples to 96-well plates along a predefined fill
scheme. A plate map delineating this fill scheme is available electronically. At
this point, some of the sample locations in the 96-well plate remain vacant to
accommodate standards and controls to be included at a later time. From this
point onward, the samples remain in the 96-well format, although they may
be frozen, thawed, centrifuged, automatically transferred, or otherwise
processed by one of the approaches described earlier. After sample process-
ing, a 96-well plate is delivered to an autosampler and injected into the
LC/MS system for separation, detection, and quantitation. Quantitation
results are reported in a format that has been previously defined (through the
study protocol) and disseminated through electronic means. This approach
offers a cogent and streamlined approach to sample collection and data han-
dling for a majority of discovery phase experiments and serves to remove
what many consider to be a bottleneck in the discovery process.

VIII.  SUMMARY

Sample preparation is an integral component of the analytical process, often
providing the difference between success and failure in a LC/MS/MS
approach. The selection of a sample preparation approach is dependent on a
number of parameters, including the compound structure and the matrix.
Each of the matrices encountered in discovery analytical chemistry contains
components that require unique attention. The use of automation has
become an important tool for increasing throughput in Discovery Bioanalysis.
Although most of the recent attention has been directed at solid-phase extrac-
tion, other techniques have benefited from automation as well. Highly paral-
lel processes appear to be the most efficient and productive direction for sam-
ple preparation in the future. The integration of sample handling with sample
preparation has potential to improve the efficiency of the discovery bioana-
lytical process.
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I.  WHAT IS COMBINATORIAL CHEMISTRY?

The synthesis of a chemical entity to produce a successful drug has histori-
cally involved isolation of the active compound from a biological source, fol-
lowed by individual synthesis and screening of structural analogs to enhance
the biopharmaceutical profile. This time-consuming process of serial synthe-
sis (completing the synthesis of one compound prior to initiating that of the
next) is slow and costly and requires a high degree of expertise by the chemist.
Combinatorial chemistry is a recently developed alternative strategy that has
become widely used to improve the throughput and decrease the expense of
manual serial synthesis. Combinatorial chemistry is applied to both lead dis-
covery, where the structures of potential leads have yet to be established, and
to lead optimization, where the basic structural features of an active molecule
have been identified and absorption/distribution/metabolism/elimination
(ADME) performance must be improved before the compound can become
a successful drug.

One technology that has contributed to the growth and development of
combinatorial chemistry has been the recent development of automated liquid-
handling workstations [1]. These devices, available from a number of laboratory
automation companies, have facilitated the rapid manipulation of small volumes
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The race is not always to the swift, nor the battle to the strong, but that’s
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(1 to 200 µL) of solvents, reagents, and product liquors in 96- or 384-well
microtiter-plate formats. The use of one of these liquid-handling devices can
facilitate the rapid preparation of large numbers of structurally related com-
pounds, either as mixtures in the same reaction vessel or individually by par-
allel semiautomated synthesis. When combined with resin-based reagents and
catalysts, even separations and purifications can be automated. With combi-
natorial chemistry approaches and an automated liquid-handling workstation,
hundreds to millions of compounds can be synthesized in the time required
to make a dozen analogs by manual serial synthesis [2].

A.  Solid-Phase Combinatorial Synthesis

Resins have long been used for solid-phase peptide and oligonucleotide syn-
thesis, but the idea of synthesizing small organic molecules on resins was not
widely accepted until recently. This situation has changed and there has been
increasing acceptance of resins as supports for the synthesis of small mole-
cule libraries. Resins are typically used as a vehicle for the construction of
small organic molecules either in a linear assembly of building blocks or in a
convergent synthesis, using complex intermediates. These methods have been
described in detail for the synthesis of many combinatorial libraries [3].

In effect, a starting component of the final molecule is attached to the
resin in such a way that a reactive site is available for synthesis. In a typical lin-
ear automated synthesis scheme, the resin is added to a reactor constructed to
have inlets for liquids and frits to prevent the solid support from being
flushed from the reactor. The reagent, with appropriate protecting groups, is
loaded into the reactor. The reaction is then run with agitation and heating as
necessary. Upon completion of the reaction the spent reagent solution is
flushed away, the newly created synthetic intermediate or molecule can be
deprotected and washed prior to the next reaction step. The resin, with the
synthetic molecule attached, is pre-vented from leaving the reactor by a frit.
The complete molecule is synthesized by repeating the previous steps of
adding reagent, deprotecting, and washing for each synthetic step. After the
last synthesis cycle is finished, the final product can be cleaved from the resin
or stored attached to the resin.

II.  HOW ARE LIBRARIES BUILT AND DECONVOLUTED?

A fundamental recipe for preparing combinatorial libraries is the randomiza-
tion approach known as portion mixing. This technique is also called split-and-mix
or divide-and-combine [4,5]. In this approach, solid-phase resins containing combi-
natorial library building blocks are portioned out, coupled, and combined to
produce a combinatorial library of compounds. It is a way to synthesize a large
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number of compounds using just a few grams of resin. An example of this
approach is shown in Fig. 1. Three monomer units, A, B, and C, attached to solid
support are combined to form an ABC mixture. The mixture is divided into three
batches and each batch is coupled to A, B or C, respectively, yielding nine com-
pounds (three per batch). These are combined then divided into three new batch-
es and each batch is again coupled to A, B, or C to yield 27 compounds. The three

Figure 1  The split and mix combinatorial technique for three subunits, A, B,
and C.
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batches are combined into a single library containing all compounds. Larger
libraries (nn; e.g., 4 units = 256, 5 units = 3125, and 6 units = 46656) are pro-
duced using the same pattern, but require more steps. After synthesis, the
compounds can be used directly (parallel deconvolution) while still attached to the
resin support, or they can be cleaved from the resin into solution and used
(serial deconvolution).

A.  Serial Libraries

In one serial deconvolution protocol, called the synthetic combinatorial library
[6,7], groups of related mixtures, each having one or two defined positions,
are created and screened in solution, as depicted in Fig. 2. In this example, the
BXX mixture is found to have the highest activity after the first iteration,
where X is of indeterminate composition. From the BXX mixture, addition-
al sublibraries are created and screened, thereby defining the second position,
BCX. This process is repeated until each of the positions in the compound
are defined and the most promising candidate, BCA, is identified. In a related
approach known as recursive deconvolution, the library is prepared in the same
way, except that a portion of each resin is retained prior to each divide-and-
combine step [8]. This is advantageous in that intermediate sublibraries do not
have to be resynthesized after each screening.

A positional scanning combinatorial library (Fig. 3) can be used in place of
iterative synthesis and screening [9]. In this approach, all library mixtures are
synthesized and assayed for activity. The most active mixture from each posi-
tional library reveals the preferred residue at each position. Because all possi-
ble combinations of residues are represented in one of the sublibraries, the
approach should be insensitive to synergistic effects associated with the struc-
ture. The orthogonal combinatorial library consists of two different libraries made
up of the same compounds and synthesized in a way that mixtures from each
library will only share one peptide or subunit [10]. In this way, these libraries
are nonoverlapping, or orthogonal.

Finally, the concept of libraries from libraries [11–13] utilizes a chemical
transformation on a library of peptides to yield a nonpeptide library. This is
done while the library compounds are attached to the resin support. An exam-
ple of this approach is given in Fig. 4. When applied intelligently, this tech-
nique can increase the number of library members at a geometric rate.

B.  Parallel Libraries

Parallel approaches for generating and screening libraries do not intentionally
involve mixtures of compounds, although, due to the nature of the chemistry, mix-
tures are often present. Generally, the components of the library are synthesized
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individually, either as an array of compounds in separate reaction vessels [14] or
in a single reaction vessel with portion mixing. Although a well can contain a
number of compounds, each resin bead contains only a single compound, an
approach known as “one- bead/one- compound” [15]. Resin beads can be used
directly in screening assays that involve antibody assay approaches [16–18].
When screening is conducted with a biological assay, orthogonal systems are
usually used. This approach, illustrated in Fig. 5 and 6, allows a portion of the
compound to be chemically released from the resin bead for biological

Figure 2  The serial deconvolution protocol known as synthetic combinatori-
al library.
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Figure 3 The deconvolution protocol known as positional scanning combi-
natorial.

Figure 4 The library from a library approach, showing that individual library
components can be chemically modified to obtain new libraries.
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221Figure 5 The “one bead/one compound” approach showing a bead containing a peptide immobilized on several types of
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assay. The beads from active wells are redistributed into individual wells with
one bead per well. The wells are reassayed and active wells are then identified.

Identification of active library components is done by micro sequencing
(peptide libraries) or by incorporation and recognition of the tag associated with
each bead (nonpeptide libraries). An example of this latter approach, known as
encoded combinatorial synthesis [19], may use the dialkylamine tagging system shown
in Fig. 7. The amine group of the tag addition site is acylated with iminodi-acetic
anhydride to yield a pentafluorophenyl ester derivative. The active ester is react-
ed with a binary mixture of secondary alkylamines, leading to a tag polymer.

Figure 6 A screening pattern for the one bead/one compound library show-
ing the selection process for an active bead. Depending on the target and the
size and nature of the library, more than one bead can be active.
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Application of this procedure at each step of a multistep synthesis either
before or after addition of a ligand monomer, but prior to pooling the resin,
allows the chemical reaction history of each bead to be labeled.
Approximately 10% (~30 pmol) of the reactive sites of a bead are tagged,
with the rest being available for ligand synthesis. It is essential that any encod-
ing scheme be compatible with the specific combinatorial chemistry of the
ligand synthesis.

During tag decoding, secondary amines are released from individually
selected beads by acid hydrolysis. Because of the ability to rapidly determine
molecular weight, electrospray LC/MS provides a reliable means of identification
through tag recognition. The selected amines would form ammonium ions having
distinctive molecular masses. Based on those amines present, the reaction history

Figure 7 Pictorial representation of an encoding/decoding scheme based on
a polypeptide tag. The beads are encoded through the polymerization of sec-
ondary amines. The amines are later hydrolyzed and detected to decode the
identity of the bead.
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of any bead could be identified. Using a three-component synthesis and 63
building-block secondary amines, a 633 = 250,047 compound library could be
encoded.

C.  Solution-Phase Combinatorial Synthesis

A significant challenge associated with classic solution-phase synthesis of
organic molecules has been that, while it was usually possible to make the tar-
get compound, isolation and purification are often difficult and time con-
suming. This problem can now largely be avoided through use of functional-
ized resins designed to react with and remove unused reagents from a given
reaction mixture. Through the selection of an appropriate combination of
scavenger resins and immobilized reagents, products of multistep synthesis
can often be made without the need for additional purification steps. High
purity and good yield can be obtained through these methods.

More recently, smaller and more focused libraries have become preva-
lent over large libraries. With this shift in emphasis, parallel solution-phase
synthesis has begun to replace solid-phase synthesis in an approach that offers
greater flexibility for combinatorial chemistry. To facilitate this shift, uses of
polymer support reagents that offer clean, high-yield reactions and minimal
product purification have become more common. From the recent literature
[20], an example of how this is done is shown in Fig. 8. This figure shows a
four-step synthesis of a pyrazolone using polymer-supported purifications.
After step 1, which is facilitated by the basic morpholine resin [1], the excess
hydrazine is removed from the vessel by addition of a methyl isocyanate resin
[2]. The polyamine resin [3] is used to quench and remove acid impurities
through salt formation. After each reaction, the resins are removed by simple
filtration. Product is then isolated by solvent evaporation. This so-called poly-
mer support quench method allows the insertion of a simple purification step
between the traditional steps of a multistep synthesis, resulting in a cleaner
product. Although the reagents are more expensive on a weight basis, omit-
ting the chromatographic purification steps allows for overall cost savings and
a procedure that is more amenable to automation.

Resins can also be used to hold and deliver reagents or catalysts to facil-
itate selective reaction chemistry. A review of the application of supported
catalysts to organic synthesis has been recently published [21] and references
many additional review articles covering polymer-based synthesis.

D.  Dynamic Combinatorial Libraries

In a dynamic combinatorial library (DCL) the components of the library are not chem-
ically static, but can interconvert through either covalent or noncovalent means.
This is shown conceptually in Fig. 9a. The advantage of a dynamic combinatorial
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Figure 8 A high-purity synthesis using functionalized resins to synthesize and
purify the intermediate and final products.
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library is that, in the presence of selection pressure, the library composition
can reequilibrate to increase the concentration of the library members that
best represent the selection criteria. An example of a dynamic combinatorial
library is that produced by the combination of hydrazide and aldehyde func-
tional units, reacting reversibly by transimination in the presence of an acid
catalyst to produce hydrazones oligomers (Fig. 9b) [22]. Large, complex
dynamic combinatorial libraries pose significant analytical challenges when
attempting to identify the sequence of a given oligomer. It has been shown
that both cyclic and linear oligomers can be present, that these oligomers can
have variable numbers of subunits, and that sequence isomers can be present.
It seems clear that tandem and high-resolution mass spectrometry (MS) would
be valuable in these situations. Tandem mass spectrometry can be used to rap-
idly sequence isomers, while high-resolution mass spectrometry can be used
to determine accurate mass information.

Figure 9 Conceptual (a) and chemical (b) representations of dynamic combi-
natorial libraries.
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E.  The Advantages and Disadvantages of Combinatorial Synthesis

Parallel combinatorial synthesis has proven to be fast and conducive to
automation. With either solid-phase or solution-phase synthesis/resin-sup-
ported reagents, excellent purity can be obtained for products, without addi-
tional purification. Many compounds can be produced in a short time period,
using variations on a rationally designed molecular template. Structure-activi-
ty relationships can be developed and understood by combining these libraries
with high-throughput screening (HTS). These structure-activity relationships
can lead to better understanding of the disease-inhibition mechanism and can
help to identify better ligand-receptor binding or new approaches to enzyme
inhibition.

Combinatorial synthesis can also lead to many practical challenges
because, with so many compounds being produced, the chemistry does not
always proceed as predicted. The instability of some compounds can lead to
unknown library components or the presence of large impurities that must be
identified. As a result of the large numbers of compounds produced and the
way in which they are created (as described earlier) it is also challenging to sim-
ply keep track of the compounds and where they are located in the library
(hence the need for encoding and decoding strategies). Once some com-
pounds have been made and found to be active in a HTS assay it is often chal-
lenging to simply identify the active compounds. These issues, combined with
the small quantities of compounds available (300 to 500 pmol per bead) make
for challenging analytical issues, many of which can be addressed through the
use of atmospheric pressure ionization mass spectrometry.

III.  MASS SPECTROMETRY AS A TOOL FOR CHARACTERIZING
COMBINATORIAL CANDIDATES

The relatively new combinatorial approaches described above are capable of
producing vast numbers of complex samples that require fast and reliable
analytical methods for composition information. Mass spectrometry is, in
many respects, an ideal tool for characterizing the products of combinatorial
synthesis and combinatorial libraries because it can provide both qualitative
and quantitative information, including molecular weight, with great selectiv-
ity and good sensitivity. Generally, little or no method development time is
required and it has a high success ratio when applied to compounds contain-
ing ionizable functional groups. High-throughput separation and detection
approaches involving mass spectrometry are aimed at two distinct analytical
challenges: (1) synthesis control and (2) identification of active products from library
screening. The various ways to achieve these ends are described later.
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A.  Synthesis Control

Synthesis control has two tasks directly associated with it. These are to iden-
tify or verify the identity of a combinatorial component and to determine the
purity of the synthetic product. When characterizing a parallel library it is a
relatively easy task to obtain a molecular weight from a small amount (femto-
mole) of compound and thereby obtain a crude identification of the product.
This circumvents the need to perform more difficult NMR or IR spectral
interpretation and sample introduction maybe performed by a simple flow-
injection atmospheric pressure ionization (API)/MS system. Purity assess-
ment is typically based on area percentage normalization of the total ion chro-
matogram, assuming equivalent ionization of impurities and parent com-
pounds, or a secondary detector, such as UV.

B.  Direct Library Characterization

With flow-injection API mass spectrometry, test compounds can be rapidly char-
acterized for molecular weight to confirm identity. To some extent, this approach
can also be used to address the question of how pure a compound is [23,24]. The
main advantage of this approach is to avoid injecting a poorly characterized com-
pound onto a chromatographic stationary phase, as this can lead to difficulties.
Generally, the flow-injection approach is used to confirm molecular identity of
newly synthesized compounds by obtaining the molecular weight through the
use of a relatively inexpensive single quadrupole mass spectrometer in full-scan
mode. Compounds can be injected twice to obtain both positive and negative ion
spectra or they can be sorted by ionization properties prior to injection [25]. This
could require the selection of a mobile-phase pH that will readily allow forma-
tion of either positive or negative ions, depending on the class of compounds.

Because no separation is used, only crude information about the purity of
the compounds can be obtained. For example, if unreacted, synthetic starting
materials (Fig. 10b) are present in a sample of a combinatorial product (Fig. 10a),
these can show up in the mass spectrum of the crude product (Fig. 10c). Because
the starting materials are often structurally different from the finished product, a
simple extraction can be used after the synthesis to remove much of the unused
reactants and obtain a cleaner mass spectrum (Fig. 10d) for a solution-phase
product. Conversely, washing the resin after solid-phase synthesis or using a scav-
enger resin in a solution-phase synthesis can also yield improved purity by
removing these excess reactants. When direct flow injection is used to character-
ize combinatorial libraries, it is best to avoid dimethyl sulfoxide (DMSO) as a sol-
vent, because it interferes with reliable ionization of the analytes.

Figure 10 A crude combinatorial chemistry product (a) and unreacted start-
ing material (b) are both present in the product well, exhibiting a combined
mass spectrum (c). A cleaner spectrum (d) is obtained after solid-phase syn-
thesis or by adding purification steps.
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C.  Generic Separation and Detection Strategies

A more powerful strategy for library component characterization is to use a
generic separation along with API mass spectrometry. This separation will
usually consist of an HPLC separation, although supercritical-fluid [26], gas
chromatographic [27], or capillary electrophoretic [28] separations have also
been described. A typical generic separation for a single library component
might involve a 3- to 5-min linear gradient from 5 to 95% acetonitrile, with
heptafluorobutyric acid (HFBA) (0.01%) and isopropyl alcohol (1.0%) as
aqueous component modifiers. Using a short (3 X 5-cm) HPLC column, this
steep gradient will separate many synthetic impurities and starting materials
from the final product, with a minimal investment in separation development.
Generally, high success rates (90 to 95%) can be obtained with little or no
method development. The mobile-phase components suggested here are
compatible with either mass spectrometry or optical means of detection.

Primary detection is atmospheric pressure ionization mass spectrometry
accompanied by a secondary detection. The purpose of the secondary detec-
tion is to quantify impurities, leading to a purity assessment based on peak
height or area. It is generally accepted that a non-mass-spectrometric detec-
tor, such as UV absorbance detection (single or dual wavelengths at 220 or
254 nm), evaporative light-scattering detection, or laser light-scattering detec-
tion, is preferable for this task. Arguably, response from these instruments is
thought to be more consistent than that for atmospheric pressure ionization.
Dual-channel detection, although redundant, is useful if the response for one
of the channels becomes saturated because it is possible that the response for
the other channel will not be. Light-scattering detectors perform well when
nonvolatile mobile-phase components are used, as described above.
Absorbance detectors are unencumbered if UV interfering components such
as HFBA are kept to a minimum.

In choosing between atmospheric pressure chemical ionization (APCI)
and electrospray ionization, two considerations should be made. First,
although some investigators consider APCI to have a slightly more universal
nature, especially for polar, nonionic compounds, it is also true that the occur-
rence of in-source fragmentation is greater. This will lead to convoluted
molecular weight information for a certain percentage of compounds.
Electrospray ionization is sufficiently soft that many will choose it over APCI
when consistent pseudomolecular ion formation (M + 1 or M – 1) is desired.

D.  High-Throughput Characterization

To improve the throughput for characterizing combinatorial libraries, automated
approaches are being developed [29]. Some automated approaches include the com-
bination of peak detection with preparative chromatography and fractionation
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[30-33]. Compounds having less than a specified degree of purity (85% chro-
matographic peak area, for example) as specified by UV detection can be fur-
ther purified by on-line preparative chromatography and fraction collection.
These purifications are initiated by automated, real-time decisions that are
based on signal intensities for target ions. Although some applications have
included the purification of only a single component per well, it is possible in
principle to purify multiple components per library well. High flow rates and
short preparative columns have allowed cycle times for the preparative purifi-
cation to be reduced (3 to 10 min), thereby allowing as many as 100 to 200
samples to be characterized and purified in a 24-hr period. It is also possible
to run a number of these systems in parallel (so-called parallel interface technolo-
gy) to further improve the throughput of library characterization. This
approach uses a liquid-switching device or multiplexer to route multiple
HPLC effluents to a single ion source, thereby improving the number of sam-
ples that can be run per instrument.

The data-controlled automation of LC/MS could also make it possible
to perform the high-throughput sequencing of peptides [34] or oligonu-
cleotides from pooled libraries. A constraint of this approach is vast amount
of data that must be interpreted. Software-supported spectral interpretation
must be improved before this approach can become practical.

E.  Library Characterization Using MALDI

Matrix-assisted laser-desorption ionization (MALDI) has been described in
Chapter 3 as a technique that can provide mass spectral data for high-molec-
ular-weight compounds such as peptides, nucleotides, and proteins. When
combined with time-of-flight mass spectrometry, MALDI can provide
improved mass resolution, largely because of the performance of the reflec-
tron time-of-flight mass analyzer [25,29]. One area for the application of
MALDI is for characterizing libraries of biopolymerlike drug candidates. This
approach is useful because MALDI provides a ready means of sample intro-
duction for these high-molecular-weight compounds. Perhaps a more important
potential application for MALDI is with small molecule libraries, where the exact
molecular weight can be determined to the 3rd or 4th decimal place (±10 ppm
mass accuracy), depending on the mass range to be covered. This makes a deter-
mination of an exact molecular formula possible in many cases.

One drawback for the use of MALDI with small molecules is that sam-
ple preparation is more intensive than that for electrospray because of the
need for matrix addition. To some extent this sample preparation can, however,
be automated. A more significant drawback is the presence of a low-mass-noise
background arising from the matrix. This noise background can interfere with the
direct assessment of the spectrum for the compound of interest. Considerable
research efforts have been directed at approaches that eliminate the low-mass
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matrix background for MALDI [35,36]. A third drawback to MALDI is that
coupling to a liquid-phase separation technique is not a routine option. This
problem might be solved in the future as MALDI and micro-fabricated-chip-
based separations are combined.

Because some components of small organic molecule libraries often
lack ionizable groups, ionization tags can be introduced [37]. A photoclevable
linker allows direct detection of each compound with MALDI, while the tag
affords a mass shift that is useful in overcoming the signal overlap with matrix
molecules. The tag generally does not interfere with the bioassay used for
screening because different cleavage conditions are used. This approach has
also been used successfully with electrospray mass spectrometry.

IV.  IDENTIFICATION OF ACTIVE PRODUCTS FROM
SCREENING

A.  Synthetic Pooling

To facilitate the screening process, parallel libraries are occasionally mixed
together after synthesis to create a pooled library. If an appropriate assay that
is indicative of drug activity can be developed, synthetic pooling allows a more
facile screening of large numbers of compounds by grouping or pooling
them together [38]. When the drug activity screen is run, all compounds in the
pool are tested simultaneously. In static combinatorial libraries, it is assumed
that inactive components do not interfere or act synergistically with active
components. If the active components can be identified they will provide a
good starting place as a drug candidate.

When screening combinatorial libraries for activity, synthetically pooled
samples or mixtures of substances are commonly encountered. The overall
mixture activity against a specific target can be readily measured. It is not,
however, a straightforward matter to identify all those components that give
rise to activity. This process is referred to as mixture deconvolution and several
approaches used to address this problem are described below.

B.  Bioassay-Guided Fractionation

Bioassay-guided fractionation (BGF) is an approach that has been employed for many
years in the natural-product area to identify those components of a complex
mixture that have a desired pharmacological effect [39,40]. A typical application
of BGF is depicted in Fig. 11. A natural product, such as a plant component with
reported anticancer activity, is extracted using solvent or fluid extraction. The
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extract is separated, often by HPLC, into individual components and the frac-
tion containing each individual component is collected. Individual fractions
are tested using an in vitro or in vivo bioassay. For anticancer properties, this
test could consist of the rate or extent at which cancer cells are killed in vitro.
Many other simple in vitro bioassays have been reported. Those fractions of
the original sample showing biological activity are identified using structural
elucidation approaches such as nuclear magnetic resonance (NMR) spec-
troscopy or mass spec-trometry. Once identified, components of interest can
be chemically synthesized and studied further.

This approach has also been proposed for combinatorial library screen-
ing because items in these libraries, even those that have been subject to
cleanup, are seldom chemically pure. Rather, in addition to the target com-
pound, each product contains structurally related substances, including unre-
acted starting materials or synthetic byproducts. Over time, even fairly pure
compounds can degrade to form related substances. Libraries that have been
isolated from natural sources present many of the same challenges that
combinatorial libraries do, in that the impurities and related substances
present in library samples can confuse the results from in vitro screens
involving nonfractionated samples. Sometimes, to facilitate rapid screening
of large libraries, several individual components of the library are pooled
and their identities need to be established. Bioassay-guided fractionation
provides a way to distinguish between active and inactive compounds.

Figure 11 Conceptualized representation of bioassay-guided fractionation
(BGF) as applied to isolation of a plant natural product. Application to a
library component would start with the fractionation step.
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It can also be used as a follow-up screen once gross activity from a particular
combinatorial sample has been established.

C.  Bioaffinity-Based Isolation

An interesting but underutilized approach to screening combinatorial libraries
combines bioaffinity-based isolation and mass spectrometric identification. This
approach requires the characterization of a drug to a macromolecular recep-
tor such as an enzyme. This immobilized receptor can be conveniently packed
into a chromatographic column [41], although configurations that do not use
a column have also been reported [42]. An example of the latter, pulsed ultra-
filtmtion (PUF) has been reported [43] and is illustrated in Fig. 12.

In PUF, the combinatorial library is simultaneously injected (pulsed) into

Figure 12 PUF-MS as used in combinatorial library screening is used to sep-
arate macromolecular bound library components from unbound ones. Mass
spectrometry is used to identify the bound components after they have been
released from the receptor.
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an ultrafiltration cell containing a solution of the macromolecular receptor.
Those components that have an affinity for the receptor are bound. The solu-
tion is subjected to ultrafiltration, facilitating the removal of the unbound,
low-molecular-weight ligands from the system. Next, destabilizing conditions
facilitate the release of the bound ligands from the receptor, thereby disrupt-
ing receptor-ligand binding and allowing subsequent API mass spectral detec-
tion and facilitating identification of the library components having affinity
for the receptor. This can readily be accomplished through a pH change or
addition of an organic solvent that produces a denaturation of the receptor
protein. Subsequent downstream separation of those library components that
have affinity for the receptor can be added to give additional selectivity.

The mass spectra of the retained components can be compared to spec-
tra of the pure library components for identification. Alternatively, structural
information can be obtained from product ion scans of the components of
interest. Because numerous homologs in the library can have large affinities
for the receptor, and because these homologs can be relatively similar in struc-
ture, it is sometimes impossible to definitively ascertain the exact structure of
each “hit” using this approach.

One of the difficulties of this approach includes the time required to
prepare and immobilize the receptor. If the receptor is produced in a way that
allows appropriate ligand binding, ligand selectivity can be altered, resulting in
erroneous compound selection results. It is also possible that the receptor for
a signal-transduction pathway is not understood well enough for the receptor
to be identified and cloned. If this is the case, the approach is not feasible.

D.  Ratio Encoding with Stable Isotopes to Identify Library
Components

Mass spectrometry and isotope techniques can be used effectively for the
encoding/decoding of pooled libraries. Two of these techniques are mass
encoding [44] and stable isotope encoding [44,45]. Because stable isotope encod-
ing is more direct and lends itself more readily to combinatorial library
screening with mass spectrometry, it is discussed below.

A hypothetical combinatorial library, having been synthetically pooled,
has undergone screening with an in vitro efficacy test, and five hits have been
determined. The structures of these five compounds are shown in Table 1.
Because of the close structural similarity of these five compounds (the molecular
masses span a range of only 0.0364 Da) it is not feasible to distinguish between
them by mass spectral differences alone. Also, because the positive ion moiety is
contained in the piperazine ring, product ion spectra will be nearly identical. It is
possible to distinguish between some of these compounds by either ultrahigh res-
olution mass spectrometry techniques, such as Fourier-transform ion cyclotron
resonance (FTICR) mass spectrometry, but this would only differentiate those
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components having different molecular masses. Compounds 1 or 2 could be
distinguished from 3, 4, or 5, but not from each other.

During the solid-phase synthesis of these compounds, it is a relatively
simple matter to incorporate deuterium labeling into the ethyl side chain of
the phenyl ring to produce pentadeutero derivatives of the parent drug struc-
tures. If the pen-tadeutero derivatives are mixed with the unlabeled com-
pounds in varying but unique molar ratios, then each compound could be
identified by its unique isoto-pic ratio (m/z 298 relative to m/z 293). For the
example shown in Table 1, the assigned isotopic encoding level varies from 0
(compound 1) to 50% (compound 5). In this way, each of these five compo-
nents can quickly be identified by visual inspection of their mass spectra, as
shown in Fig. 13. Ratio encoding requires additional synthesis and the molar
ratio mixing of each library compound and its label, but once the library is
prepared, compounds can be pooled, tested, and then rapidly identified. In
this way, significant timesaving in library screening can be obtained.
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E.  Target and Ligand Identification and Characterization

Much drug discovery effort focuses on proteomics: understanding the function-
ality of proteins defined by the genetic code. Enzymatic proteins will bind
small molecules and catalyze their chemical manipulation so that biochemical
signals (signal transduction) are propagated and produce a physiological
response. Ligands that bind to specific sites on proteins and inhibit their func-
tion can be used to regulate undesired physiological responses, and this pro-
vides the basic role for many therapeutic drugs. Because of its intrinsically
soft ionization, leading to a direct stoichiometry of the protein and ligand,
electrospray mass spectrometry has the potential to facilitate the identification
and characterization of some of these molecular targets [46].

Ligands that bind to protein targets are readily studied by mass spec-
trometry as the protein/ligand complex survives transfer to the gas phase.
Because of the softness of the electrospray ionization, weak, noncovalent
complexes as well as strong covalent ones can be observed. One example of
this approach has been developed for the screening of peptide libraries with
carbonic anhydrase II [47]. The high mass resolution and fragmentation capa-
bilities of electrospray FTICR mass spectrometry facilitate the formation of
intact, noncovalent complexes in the gas phase and allow identification of free
tight binding inhibitors after dissociation of the complexes. The best amino
acid residues for ligand-to-protein binding can be identified.

A second example of target identification is the detection of oligonu-
cleotide: ligand complexes by electrospray ionization mass spectrometry [48].
It has been shown that selective oligonucleotide : ligand binding can inhibit
the action of a helicase protein and disrupt viral replication. Potential antivi-
ral drugs would have the characteristic of binding to the oligonucleotide, cre-
ating an oligonucleotide:ligand complex that can be directly observed by elec-
trospray mass spectrometry. An example of this approach, shown in Fig. 14,
uses direct infusion of a buffered solution containing oligonucleotide and
potential ligand into the electrospray ion source.

The uncomplexed oligonucleotide carries multiple negative charges, as
does the oligonucleotide: ligand complex. For the uncomplexed oligonu-
cleotide negative-8 charge state, a cluster with an m/z of 1606 is observed and
for the negative-7 charge state, a cluster with an m/z of 1835 is present in the
spectrum. When a ligand is present in solution at a sufficient concentration,
an oligonucleotide: ligand complex is observed at slightly higher m/z. The
exact m/z observed will indicate the stoichiometry of the complex. In the
example shown in Fig. 14, with distamycin A as the ligand, it appears that the
stoichiometry is 1:2. Other ligands would generate different complex stoi-
chiometries. Those ligands that do not bind or bind very weakly would not be
observed in this mass range. By using a range of ligand concentrations, bind-
ing constants can be calculated. With this approach, up to 200 potential lig-
ands can be evaluated per day.
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F.  Fourier-Transform Mass Spectrometry

For combinatorial libraries where multiple components reside in a single well,
it is usually necessary to identify those components that bind to a synthetic
drug receptor. Although many forms of mass spectrometry can be used, one
of the most powerful approaches is that of FTICR mass spectrometry. This
mass spectral technique, described in Chapter 3, offers extended capabilities
over other mass spectrometry approaches, including selective ion trapping
(MSn capabilities), high resolution (resolution of 50,000, e.g., 25-fold better
than for a quadrupole), and high mass accuracy over a broad mass range
[49,50].

Because of these powerful qualitative capabilities, FTICR mass spec-
trometry is especially useful for characterization of DCLs. Because the com-
position of the DCL cannot be statically defined, except when in equilibrium
with the receptor, it is essential to be able to identify the components at this
stage. Using FTICR MS, identification can be done by a combination of exact
mass determination and tandem-in-time mass spectrometry to yield par-
ent/daughter ion structural information. Although FTICR is an expensive
option for combinatorial library characterization, it can provide the most
direct information for ligand identification in libraries.

V.  FUTURE MASS SPECTROMETRY NEEDS ON
COMBINATORIAL CHEMISTRY

Mass spectrometry has been used to make significant contributions to improved
efficiency in combinatorial chemistry. Additional improvements in certain areas

Figure 13 Positive ion electrospray mass spectra of compounds 1 through 5
(a-e) from Table 1. The spectra reflect varying ratios of isotope encoding at
M/Z 298 using a pentadeutero analog. The parent masses are observable at
M/Z 293.
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will make the capabilities of combinatorial chemistry even better. A few of
the possible areas for improvement are suggested below.

A.  Distinguishing Isomers by MS

One of the intrinsic limitations of mass spectrometry is its inability to rou-
tinely distinguish between positional isomers. If fragmentation chemistry is
favorable, positional isomers can be elucidated with a fair degree of certainty,
but this only occurs in a small number of the cases. One approach to this
problem is to combine LC/MS with on-line NMR techniques [23]. On-line
NMR, although expensive and less sensitive, provides rich structural infor-
mation and is a good compliment to mass spectrometry. It is possible that this
approach will be further refined and utilized in the future, as the reliability
improves and equipment costs decline.

Figure 14 Electrospray mass spectra at a fixed concentration of oligonu-
cleotide and four concentrations of distamycin. The spectra show the uncom-
plexed oligonucleotide at both the -7 and -8 charge states and the appearance
of the distamycin: oligonucleotide complex at higher concentrations of the
ligand (distamycin = DstA).
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B.  Structural Elucidation Software

Part of the evolution of structural elucidation in drug metabolism (Chap. 9)
has been the creation of specialized software capable of automatically identi-
fying metabolites and interpreting mass spectra. Although this software is in
its infancy, the rationale behind the approach is sound and, once evolved
enough to be highly reliable, the software will be useful. It is anticipated that
similar software would be created for the prediction of products, impurities,
and related substances in the products of combinatorial synthesis. This goal
is more challenging, however, in that unlike drug metabolism, where a limited
number of clearance pathways are possible, combinatorial chemistry can be
more diverse. Software for predicting oxidative and hydrolytic reactions for a
wide variety of chemical structures will need to be developed before this goal
can be attained.

C.  Data-Reduction Techniques

Parallel interface technology has increased the throughput of library charac-
terization. As this throughput improves, the amount of data collected per unit
time will dramatically increase as well. As this progression occurs, the reduc-
tion and interpretation of data becomes the rate-limiting step. One important
improvement will, therefore, be the development of data-reduction tech-
niques designed to sift through an ever-increasing mountain of data, make
real-time decisions, and direct the next experiment. Some progress has been
made in this area for high-throughput characterization of libraries, but addi-
tional progress is needed for data reduction in library screening.

VI.  CONCLUSION

As with many areas of drug discovery, mass spectrometry has become inter-
twined with combinatorial chemistry, especially in the areas of library charac-
terization and screening. Some future advances in mass spectrometry will be
driven by the needs of combinatorial chemistry, and mass spectrometry will,
to some extent, regulate the progress in combinatorial chemistry.
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I.  SIGNIFICANCE OF DRUG TRANSPORT IN DRUG
DISCOVERY AND DEVELOPMENT

The goal of pharmaceutical therapeutics is to deliver the drug to its target
site(s) within the body at concentrations adequate to obtain a positive phar-
macological effect. Drug transport across biological membranes is a primary
determinant of the drug concentration that will result at the target site. Table
1 provides examples of membrane barriers that must be traversed in order to
reach target sites. The first three examples in Table 1 assume that the drug has
been given by the intravenous route of administration and, hence, is immedi-
ately available to the systemic circulation. Under these conditions, the drug
must still cross membranes of the tumor cell, virus, or blood-brain barrier to
reach its site of action. When the more desirable alternative routes of admin-
istration are applied, additional membrane barriers are encountered, such as
the epithelial cells of the gastrointestinal tract or the epidermal cells of the
skin’s stratum corneum. Although this chapter is devoted largely to the study
of intestinal absorption, many of the principles and applications can be
extended to transport phenomena in other tissues and targets.

8
Drug Hydrophobicity and Transport

Barbra H. Stewart, Steven M. Michael and Narayanan Surendran
Pfizer Global Research and Development, Ann Arbor, Michigan

Good ideas are not adopted automatically. They must be driven into practice
with courageous patience.

—Admiral H. Rickover
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Table 1 Examples of Pharmacological Targets or Routes of Administration and the
Membrane Barriers That a Drug Must Traverse to Reach the Sites of Action
Target Membrane barrier
Chemotherapeutic (e.g., cyclin-dependent Tumor cell membrane

kinase)
Anti viral (e.g., HIV protease) Viral cell membrane
CNS receptors (e.g., N-Methyl-n-aspartic Endothelial cells of the blood-brain

acid) barrier
Any drug after oral administration Epithelial cells of the intestine
Any drug after transdermal admin- Epidermal cells

istration

A.  Principles of Drug Transport
1.  What Is Permeability?

Membrane permeability is defined as a rate of transfer or translocation as follows:

P = D × PC
m
/h, (1)

where
D = diffusivity, PC

m
= the membrane partition coefficient, and h = membrane

thickness; units are in distance/time. Figure 1 depicts the various pathways by

Figure 1 Parallel pathways of intestinal absorption: (1) paracellular pathway, (2)
trans-cellular pathway, (2a) carrier-mediated, (2b) passive diffusion, (2c) recep-
tor-mediated endocytosis, and (3) mediated efflux pathway. (From Ref. 30.)
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which molecules may cross a membrane barrier, such as the small intestine.
Depending on the functional and physicochemical properties of the mole-
cule, one pathway generally dominates, although cases of mixed or parallel
transport mechanisms are not uncommon [1].

2.  What Is Permeability Not?

Permeability is not, for example, intestinal absorption, but a component of it.
For freely soluble, nonmetabolized compounds, the fraction of dose absorbed
is proportional to permeability as follows:

F
a
= 1 – exp[(–2P

eff
/r)t

res
], (2)

where
P

eff
= effective permeability, r = intestinal radius, and t

res
= residence time in

the small intestine [2]. The critical assumptions in this relationship are (1) that
the drug is in solution and hence available for transport across the intestinal
membrane and (2) the drug is chemically stable in the gastrointestinal tract
and not a substrate for proteolytic or metabolic enzymes in the intestinal
lumen or gut mucosa. These are highly simplifying assumptions. The inap-
propriate use of Eq. (2) to calculate absorption for compounds that are lim-
ited by solubility, instability, or metabolism can lead to seriously erroneous and
misleading conclusions.

For compounds limited by solubility but not metabolized, the fraction
of dose absorbed is described as follows:

A
n

= (P
eff

/r)t
res

D
0

= (M
0
/V

0
)/C

s
(3)

F
a
= 2A

n
/D

0
,

where
A

a
= absorption number, D

o
= dose number, V

o
= gastrointestinal volume,

M
o

= dose, and C
s

= aqueous solubility [3]. This relationship takes into
account the limitation of low solubility, although not whether the molecule is
unstable or a substrate for metabolic enzymes. In particular, D

o
expresses an

important variable, the so-called dose-to-solubility ratio [4]. As this ratio
increases, the fraction of dose that is not in solution also increases; hence, as
D

o
is increased, F

a
must decrease since only drug that is dissolved is available

for absorption.
Permeability is also not bioavailability, but a component of it.

Permeability relates to absorption vide supra and absorption is related to
bioavailability (F) as follows:

F = F
a
(1 – F

g
)(1 – F

h
), (4)
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where
F

a
= fraction absorbed; F

g
= fraction extracted by gut; and F

h
= fraction

extracted by liver, which is further defined by the following:

F
b

= Q
H
/(Q

H
+ f

ub
Cl

int
),

where
Q

H
= flow rate of blood to the liver, f

up
= free fraction of drug (unbound to

plasma proteins), and Cl
int

= the intrinsic clearance. This relationship
describes, in quantitative terms, the resistance in series to an orally adminis-
tered drug reaching the systemic circulation (i.e., a first-pass effect). As dis-
cussed above, both aqueous solubility and membrane permeability affect
absorption (F

a
). The fraction extracted by the gut (F

g
) formally takes into

account metabolism of the molecule in the gut mucosa. The fraction extract-
ed by the liver (F

h
) is dependent on blood flow to the liver; plasma protein

binding; and, through Cl
int

, the capacity of liver enzymes to metabolize sub-
strate.

With higher- throughput approaches becoming standard practice, this
has led to the N-in-1, or cassette-dosing, approach [5]. In this method, multi-
ple compounds (N) are given in one dose to an animal by both oral and intra-
venous approaches; from the resultant dose-normalized areas under the
curve, bioavailability can be calculated. The N-in-1 approach was made possi-
ble by the exceedingly selective and sensitive methods permitted by liquid
chromatography/mass spectrometry (LC/MS) and represented a formidable
advance in biopharmaceutics. The next advance is to quantify F

a
, F

g
, and F

b

from in vitro methods and calculate bioavailability prior to in vivo dosing.
This offers a particular advantage for prediction of drug performance in
humans when human cells or tissues are utilized.

B.  Applications of Drug Transport
1.  Small Polar Molecules

In general, one would anticipate that small, polar molecules are candidates for
diffusion through the paracellular pathway (Fig. 1, Path 1). Molecular size is
the most relevant parameter relating to rate of diffusion through the restrict-
ed paracellular route [6,7]. For drugs primarily absorbed via the paracellular
path-way, permeation could be limited in the large intestine. Higher transep-
ithelial electrical resistance in the colon reflects that this organ contains tighter
epithelial cell monolayers than the more permeable small intestine.

Other polar molecules may be substrates for carrier-mediated transport
(Fig. 1, Path 2a) by amino acid [8,9], peptide [10,11], bile acid [12], sugar [13],
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or other transporters in the cell membrane. Transport rates for carrier-medi-
ated substrates follow classic Michaelis-Menten kinetics [14] as follows:

v
0

= (V
max

× [S])/([S] + K
m
), (5)

where
V

o
= initial-rate velocity (permeability), V

max
= maximum velocity, [S] = sub-

strate concentration, and K
m

= substrate concentration at one-half V
max

This relationship is depicted in Fig. 2. The permeability of carrier-medi-
ated molecules is related to the affinity constant for the transporter (K

m
), the

number and activity of transporters (V
max

), as well as the substrate concentra-
tion. Thus, at low concentrations relative to V

max
permeability is linear with

respect to concentration, while at concentrations approaching V
max

perme-
ability has zero-order dependence or is referred to as “saturated.”
Implications for the intestinal absorption of a drug that has carrier-mediated
transport are that absorption will be saturated at high doses and that absorp-
tion may be restricted to the small intestine where the nutrient transporters
exist in abundance.

Figure 2 The dependence on substrate concentration for permeability of a
carrier-mediated substrate demonstrating saturable enzyme kinetics. The rela-
tionship is described mathematically in Eq. (5).
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2.  Lipophilic Molecules

For the passive transport mechanism (Fig. 1, Path 2b), there is a linear depend-
ence for permeability on diffusivity and the partition coefficient between
aqueous and membrane compartments [Eq. (1)]. Diffusivity, which can be cal-
culated from molar volume, generally varies within 1 order of magnitude,
while partitioning can range over many orders of magnitude. Hence, for mol-
ecules with passive transport as the dominant pathway, determination of the
partition coefficient can be a useful estimate of permeability.

II.  LIPOPHILICITY MEASUREMENTS

Lipophilicity is the single most important physicochemical parameter in pre-
dicting and interpreting membrane transport. Intense study has provided a
number of descriptors for hydrophobicity and membrane interaction, includ-
ing partition and distribution coefficients using different organic phases, par-
titioning into liposomes [15], chromatography using retention on reverse-
phase HPLC [16], immobilized artificial membranes (IAM) [17], and micellar
electrokinetic capillary approaches (MECC) [18]. An excellent text is provid-
ed by Pliska et al. [19].

A.  Computational Approaches

The Pomona College MedChem Methodology is the most established method
for calculation of partition coefficient (clog P) [20], although other approach-
es also rely on fragmental analyses [21,22]. The MedChem program is widely
recognized for its extensive database of references and calculations. This
method relies on an analysis whereby novel molecules are broken into frag-
ments and new molecules can be constructed by the end-user. Since all frag-
ments cannot be adequately described by existing estimates of hydrophobici-
ty, errors in the calculation are indicated when appropriate. An empirical
approach was put forth by Moriguchi et al. [23,24]. In the Moriguchi method,
multiple-regression analysis was used to correlate observed and calculated log
P values for over 1200 organic molecules. This method has not been com-
mercially adapted for computational analysis but has been compared favorably
in accuracy to the fragment-based methods [21].

When the pK
a
of the molecule is known, the distribution coefficient (log D)

can also be calculated at a given pH. Two programs are available commercially for
calculation of pK

a
and/or log D: ACD Software (Advanced Chemistry

Development, Toronto, Ontario) and Pallas (CompuDrug, Budapest, Hungary).
These programs are gaining widespread use in the pharmaceutical industry, but
have been accepted only with qualification. It is largely agreed that either program
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is useful in estimating an initial value for pK
a

with subsequent experimental
determination providing the definitive numbers.

B.  Oil: Water Partitioning (Shake-Flask Method)

The shake-flask method measures the equilibrium distribution of the solute
between aqueous and organic phases. This method is considered definitive
and large databases have been compiled. The solvent n-octanol has been most
commonly used as the organic phase [25]. The ability of n-octanol to form
hydrogen bonds is an advantage in that dimerization of the solute does not
readily occur; however, this same ability is a disadvantage as a model for bio-
logical membranes since there is a dominant role for solvent cavity formation
in the water:octanol system [26]. For structurally related series, there is a sig-
moidal relationship between permeability and partition coefficient; however,
for diverse compound sets there may be no simple correlation [27].

In the drug discovery arena of the 1990s, it was the hydrophobic new
molecular entity (NME) that was of major concern. The shake-flask method
is most reliable and precise; however, for very hydrophobic or hydrophilic
solutes, this is not the case. For the highly hydrophobic solutes routinely
encountered in drug discovery, either the volume of the aqueous phase will
be miniscule or the amount of solute available for detection will be vanish-
ingly small. These experimental challenges, along with low throughput capac-
ity and potential for automation, have limited recent use of this method.

C.  Chromatographic Approaches

The chromatographic methods provide a much faster way to determine
lipophilicity. The trade-off with higher throughput is that chromatographic
approaches require correlation with reference compounds. Correlation should
first be established between capacity factors and oil:water partition coeffi-
cients for reference compounds; subsequently, capacity factors for unknowns
can be interpolated to obtain partition coefficients. Historically, chromato-
graphic approaches have re-lied on UV or fluorescence detection, which lim-
ited throughput to injection of single compounds. The advent of HPLC/MS
permits injection of multiple compounds because detection by molecular
mass is more specific than generic UV or fluorescent techniques. So long as
each compound is resolved by at least two mass units, the number injected is
limited only by practical considerations such as relative retention times.

1.  Reverse-Phase Chromatography

Reverse-phase (RP) methods were initially established on the basis of similarity
between octanol : water partitioning and retention on an RP column for HPLC
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[16,26,28]. Octanol-coated (ODS) columns are generally used. As noted vide
supra, this method relies on correlation with reference compounds from the lit-
erature. References are ideally selected to span the range of lipophilicity estimat-
ed for the intended unknowns. Linearity should be demonstrated between the
capacity factors (k’

ODS
) and octanol: water partition coefficients before values for

the unknown compounds can be determined by interpolation. The hydrogen-
bonding character of the unknown should also be taken into account because
inaccuracies can result from H-bonding of solute to residual silanol sites [29].

2.  Immobilized Artificial Membrane Chromatography

Immobilized Artificial Membrane (IAM) packings for HPLC provide a dif-
ferent environment from that of the hydrocarbon-based ODS columns
[17,30–32]. In this model, IAMs are purified phospholipids that are covalent-
ly bonded to the silicon support. At this time, only IAM columns prepared
from phosphatidylcholine are commercially available (Regis Technologies,
Inc., Morton Grove, IL). The hypothesis is that the bonded phospholipid
layer is akin to the cellular monolayer that represents a barrier to transport.
Interaction of the solute with the phospholipid results in a capacity factor
(k’

IAM
) that is proportional to the membrane partition coefficient [PC

m
in Eq.

(1)]. In this sense, the IAM approach does not attempt to correlate with liter-
ature values of oil : water partition coefficients, but seeks to establish a unique
membrane interaction parameter.

The physiological environment being modeled by the chromatographic
interaction requires that solute partitioning is between an aqueous mobile
phase and the stationary phase. For highly hydrophobic solutes, retention on
IAM or RP columns can be extensive without addition of organic modifier to
the mobile phase. For this approach, three or more organic:aqueous mobile-
phase compositions are prepared and the capacity factors are determined in
each composition. Capacity factors are plotted versus the reciprocal of
mobile-phase composition, and the capacity factor in pure aqueous mobile
phase (k’w) is obtained by extrapolation to 0% organic.

In addition to inducing a more ordered hydrocarbon region, a major dis-
tinction of IAM is the electrostatic component manifested by the polar head-
groups [33,34]. Direct interaction between positively or negatively charged
solutes with the negatively charged headgroups can result in k’IAM changes due
to electrostatic attraction or repulsion. Thus, IAM may enhance discrimina-
tion of charged solutes due differences in lipophilicity.

3.  Micellar Electrokinetic Capillary Chromatography

Micellar electrokinetic capillary chromatography uses a totally aqueous buffer
into which a surfactant in excess of its critical micelle concentration is introduced
[18,35–37]. This approach makes use of solute separation via partitioning into
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micelles as opposed to separation on a bonded stationary phase. These fea-
tures tend to minimize or eliminate major sources of error due to multiple
injections to obtain k’

w
by extrapolation or laboratory-to-laboratory differ-

ences due to variation in column packing or aging. Micelles provide both elec-
trostatic and hydrophobic sites of interaction, similar to those of the bio-
membrane being modeled. Sodium dodecyl sulfate is the most common sur-
factant, although others have been utilized. MECC is primarily used to resolve
uncharged molecules, with migration times largely dependent on hydrophobic
behavior. MECC, in which lysophospholipid was used, compared more favor-
ably than IAM to liposomal partitioning [35].

III.  TRANSPORT MEASUREMENTS

There are a variety of in vitro, in situ, and in vivo techniques available for eval-
uating the intestinal permeability characteristics of NMEs in early discovery
and preclinical settings. These models can be employed to evaluate the extent,
rate, or mechanism of intestinal absorption of drug candidates. The choice of
model(s) for a particular study largely depends on the nature of the problem
an investigator is attempting to address, the stage of a compound or a series
in the drug discovery/development process, and the various analytical tools
available to an investigator. For example, in vitro cell monolayer models such
as Caco-2 or MDCK (Madine Darby canine kidney) are useful in early drug
discovery settings to rank order a series of compounds on their permeability
characteristics. This information enables the synthetic chemists to incorporate
the necessary structural features on the pharmacophore, eventually leading to
NMEs with more favorable permeability characteristics. On the other hand,
to examine the potential of NMEs to utilize a specific transport mechanism,
cell lines transfected to overexpress trans-porters such as the oligopeptide
transporter (e.g., CHO-hPEPT1) are an attractive choice. Ideally, the model(s)
chosen should be an accurate reflection of the specific barriers to absorption
relevant for that particular study. The ability to auto-mate, and therefore
increase, throughput would be an additional consideration if a particular tech-
nique were intended for use in early drug discovery. Regardless of the model
that is being employed to evaluate the intestinal permeability of NMEs, the
need for a sensitive, specific, and rapid analytical methodology cannot be
overemphasized. Commonly, the availability or lack of analytical tools and
techniques determines the types of models that an investigator may choose to
employ for a particular study. The purpose of this section is to outline the
types of in vitro, in situ, and in vivo models that are available, with particular
emphasis on the type of information that can obtained from these models.
Additionally, specific advantages or limitations of these models is highlighted
wherever appropriate.
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A.  Subcellular Fractions

Subcellular fractions available for evaluating the permeability characteristics of
NMEs include preparations of intestinal brush-border membrane vesicles
(BBMV) and basolateral membrane vesicles (BLMV). Rat or rabbit tissue are
most commonly used, although human tissue can also be obtained. Typically,
the steps involved in the preparation of these systems include tissue homog-
enization (e.g., duodenum, jejunum, ileum, or colon), differential sedimenta-
tion, fractionation by density gradient centrifugation, and differential precipi-
tation. Subsequently, subfractionation for either BBMV or BLMV can be per-
formed. Before utilizing these preparations for studies, the fidelity is exam-
ined by analysis of marker enzymes for different membrane populations [38].
Tissue sources are generally from human or animal species such as rabbit, guinea
pig, and in some cases rat. New molecular entities are characterized for extent of
partitioning into the lipid bilayer of the cell membrane or kinetics of transport
into the intravesicular space. The latter can be accomplished by manipulating the
osmolality of the incubation medium and by demonstration of equilibrium
uptake that is proportional to initial NME concentration. These systems can also
be employed to elucidate specialized transport processes (i.e., active transport or
facilitated diffusion) of various drugs, nutrients, and other endogenous com-
pounds such as β-lactam antibiotics, renin inhibitors, ACE inhibitors, amino
acids, bile acids, monocarboxylic acids, sugars, and exogenous lipids [39–46].

The ability to examine transport as an apical (BBMV) or basolateral
(BLMV) process is a significant advantage of these models. Additionally, the
general availability of fresh tissue and well-characterized techniques for prepa-
ration and data interpretation from these models are advantages. The pres-
ence of hydrolytic enzymes such as in BBMV makes this a useful tool for eval-
uating drug stability and prodrug reconversion at the intestinal wall [47].

These models also suffer from distinct limitations. The ability to trans-
late transport parameters in this model to in vivo rate or extent of absorption
is limited. Contamination due to heterogeneity of tissue source or other mem-
branes, as well as proper orientation after vesicle resealing, are additional
issues. One of the major drawbacks of this technique is the need for a sensi-
tive analytical methodology. Use of radiolabeled solutes is a viable alternative
when available. In other cases, the availability of sensitive and specific analytical
tools such as HPLC/MS/MS would be well suited. Depending on the method
used to quench the uptake reaction, the matrix for assay may be a dilute buffer
solution or a miscible mixture of buffer and organic solvent (e.g., acetonitrile).

B.  Freshly Isolated Cells

Use of freshly isolated enterocytes to evaluate uptake of NMEs is well document-
ed. Various laboratories [48–50] have established isolation techniques. Advantages
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to using this model include the availability of laboratory animals to isolate
cells of interest. Limitations of this model include the restriction of evaluat-
ing only uptake of NMEs as opposed to bidirectional transport. The inabili-
ty to store cell suspensions and stringency of viability maintenance during the
course of the experiments are additional challenges. For drug assay, the matrix
is typically a dilute buffer solution. In recent years, the use of this model has
been limited, largely due to the availability of cell monolayer models that
maintain polarity and offer the ability to examine absorptive and secretory
transport mechanisms.

C.  Cell Monolayer Models

Cell monolayer models that represent the use of cells in continuous culture
have gained immense popularity in recent years. Since fully differentiated
intestinal cells do not thrive in primary culture, most cells used in monolayer
preparations are of transformed origin. Caco-2 cells, derived from human
colon adenocarcinoma, have the ability to differentiate spontaneously in cul-
ture when grown on permeable polycarbonate or nitrocellulose filters.
Although these cells are polarized with distinct apical and basolateral domains
and exhibit microvillar enzymes, nutrient transporters, ion conductance, and
transepithelial electrical resistance, indicating formation of tight junctions, the
cells are colonic in nature [51,52]. HT-29 is another cell type that is used in
transport studies. These cells differentiate in the presence of galactose,
express microvillar hydrolases, and display phenotypes resembling enterocytes
and goblet cells [53,54]. Several subclones of Caco-2 and HT-29 cells have
been developed in recent years that have either the capacity to synthesize
drug-metabolizing cytochrome P450 enzymes or mucus-secreting compo-
nents when differentiated [55,56]. MDCK cells are gaining popularity and
have been used as an alternative to Caco-2 cells for examining the permeabil-
ity characteristics of NMEs [57].

Some of the advantages of cell monolayer models include the ability to
use human instead of animal cell types as well as the ability to perform cellu-
lar uptake and bidirectional cell transport studies for evaluation of absorptive
and secretory processes. The potential for automation to achieve higher
throughput in the early drug discovery setting is an added attraction.
Regardless of the cell type used, the utility of these models in transport stud-
ies is based on the correlation between permeability properties determined in
these models and those obtained in vivo, such as fraction of dose absorbed
(Fig. 3). To date, numerous laboratories have established a correlation
between apparent permeability coefficients (P

app
) from Caco-2 or MDCK cells

and in vivo fraction absorbed of drugs in solution [58–62]. Construction of
correlation plots for known compounds or reference markers then provides
an opportunity for interpolation of fraction absorbed for NMEs for which in
vivo fraction absorbed is unknown.
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These models, especially Caco-2 cells, suffer from certain limitations.
First, these cells are homogenous and therefore do not represent the physio-
logical environment of the intestinal barrier. Lack of mucus and low meta-
bolic capacity are additional deviations from the in vivo state. Although these
cells have endogenous nutrient and solute transporters such as those for bile
acids, amino acids, and oligopeptides, qualitative and quantitative differences
exist. Maintenance of cells in culture, routine seeding, and feeding are labor-
intensive procedures requiring care over 21 days for Caco-2 cells and 4–7 days
for MDCK cells. The availability of 3-day systems such as BIOCOAT for
Caco-2 has been proposed to alleviate some of these concerns [63]. Probably
the most important drawback of these models is laboratory-to-laboratory
variability for reasons not limited to differences in cell maintenance tech-
niques, passage number, choice of experimental devices, and choice of per-
meable support. Evaluation of NMEs with low solubility and/or significant
nonspecific adsorption to devices used in these experiments is also problem-
atic. The use of cosolvents or other modifiers and numerical corrections for
nonspecific adsorption can be employed to circumvent or eliminate solubility
and adsorption concerns [64]. With regard to data interpretation, it must be
realized that the relationship between P

app
and fraction absorbed tends to be

sigmoidal or hyperbolic depending on the series of compounds for evaluation
in various laboratories. Therefore, while prediction accuracies are acceptable at
the low and high ends of the permeability spectrum, interpretation in the hyper-
variable region must be performed with caution and with supporting physico-
chemical and structural information. Since Caco-2 cells are of colonic origin,

Figure 3 The relationship between permeability determined using Caco-2 cell
mono-layers or rat intestinal perfusion and the fraction of dose absorbed in
humans. The relation-ship is described in Eq. (2). (From Ref. 61.)
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inherently high transepithelial electrical resistance and low ion conductance
may result in underestimated permeability for compounds that traverse the
paracellular pathway (Fig. 1, Pathway 1). Therefore, caution should be exer-
cised while examining the permeability of NMEs that are low molecular
weight (<300 Da) and have negative log D (distribution coefficient).

A novel approach whereby evaluation of permeability characteristics is
coupled to the intrinsic biological activity of NMEs was demonstrated by
Rubas et al. [65]. While this technique obviates the need for the development
of a specific assay, the inability to accurately correlate the biological effects to
the parent molecule must be borne in mind during data interpretation.
Another interesting modification to evaluating membrane permeability is the
use of artificial lipid bilayers in a high-throughput format as demonstrated by
Kansy et al. [66]. Arguably, replacement of UV-based detection by the more
sensitive and rapid HPLC/MS/MS will lead to a higher throughput process
than originally proposed by these authors. To maximize the efficiency of ini-
tial screening of NMEs for permeability characteristics, the utility of the
“cocktail” approach for screening mixtures from combinatorial libraries has
been demonstrated [67]. The ability to use a sensitive and specific technique
such as the HPLC/MS/MS makes this a reality. Sample preparation must take
into account the relatively high-salt concentration of the buffer. This
approach may work well for compounds that are trans-ported by passive dif-
fusion, but may confound results if there is saturation of transporters or
metabolic enzymes in the transepithelial transport of NME mixtures.

D.  Intestinal Rings

The everted intestinal ring technique for the study of drug uptake has been
commonly used for assessing the permeability characteristics of drug candi-
dates [68]. Excised intestinal segments are first everted, and then the segment
is cut transversely using a razor blade to obtain rings. Rings are typically incu-
bated in oxygenated buffers containing the solute or NME of interest and
placed in a shaking water bath, with provision for temperature and mixing
control. Drug uptake can be determined as a function of concentration, time,
or other variables. Uptake is quenched by rinsing with ice-cold buffer and then
assayed using available analytical techniques.

Some of the advantages of everted intestinal rings include speed and
simplicity of the method. The ability to obtain a large number of rings from
the same animal or different segments of the intestine allow for sufficient
control and evaluation of segmental differences in drug transport. The abili-
ty to control conditions such as temperature and buffer pH is an added advan-
tage. Both passive diffusion and drug uptake using specialized mechanisms
such as active transport or facilitative diffusion can be evaluated using this sys-
tem [9,69,70].
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The everted intestinal ring model also suffers from serious limitations.
Assurance of viability during the course of the experiment is a concern.
Deterioration of the epithelial membrane can occur for incubation periods
exceeding 10–15 min. Therefore, poorly permeable markers such as mannitol,
inulin, or PEG 4000 are routinely employed to assess barrier integrity.
Additional complications in the interpretation of data include delineation of
uptake versus nonspecific adsorption and elimination of intestinal metabo-
lism as a confounding variable. Low drug accumulation is another concern
that necessitates the use of a sensitive, specific analytical methodology in
order to obtain reliable quantitation of cellular uptake. If radiolabeled com-
pound is unavailable, solute assay may be difficult.

E.  Isolated Intestinal Tissue

In this system, isolated intestinal segments from a suitable animal species (e.g.,
rabbit, rat, and guinea pig) are opened to form planar tissue sheets that can be
mounted on diffusion chambers for conducting transport studies (Fig. 4).
Generally, the diffusion cells have gas-lift systems that serve to oxygenate the
tissue and to mix the buffers gently to minimize unstirred water layers.
Transepithelial flux of NME can be evaluated using either mucosal or seros-
al chambers as donor solutions to determine absorptive or secretory fluxes,
respectively. Similar to cell monolayer models, variables such as buffer pH,
temperature, and concentration of NME can be controlled in this system. In
cases where there may be interactions with the underlying musculature of the
intestinal tissue, a process known as “stripping” is employed to remove the
muscle layer. In addition to determining transport characteristic, ionic con-
ductance or transepithelial electrical resistance can be monitored, thus pro-
viding a measurement of barrier property of the isolated tissue. Frequently, imper-
meable markers such as mannitol or PEG 4000 are used as internal references to
monitor the barrier integrity of the tissue during the course of a study. This model
has been used to investigate the mechanisms of transport of NMEs. Examples of
NMEs that are transported by passive diffusion and other specialized mechanisms,
such as active transport or facilitated diffusion, are abundant in the literature
[71–73]. Isolated tissues have been used to characterize secretory processes in rat
intestine, as well as the effect of different agents on the secretory transport of
drugs and NMEs. Additionally, the ability to study different segments of the intes-
tine offers an opportunity to compare segmental heterogeneity of NME transport.

Advantages of this model are the availability of tissue and the well-charac-
terized techniques of tissue preparation and experimental conditions. Data inter-
pretation is straightforward in most cases and the ability to discern different trans-
port mechanisms and segmental differences in transport are noteworthy. Some of
the limitations of this model are related to concerns of tissue viability during the
course of the experiment due to a lack of blood supply as well as its potential
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effect on the paracellular pathway. Additionally, metabolism of NMEs by the
intestinal tissue may serve as a confounding variable during assessment of
trans-port properties. Conversely, the presence of intestinal metabolic
machinery in these tissues provides an opportunity to assess transport and
metabolism coupling to reduce the rate and extent of transepithelial transport
[74]. As with assay of drug levels from cell monolayer systems, sample prepa-
ration must take into ac-count high salt contents in buffers.

F.  Intestinal Perfusion

In situ perfusion of intestinal segments provides an excellent alternative to
everted rings or isolated intestinal tissue for experimental determination of per-
meability [75]. The perfusion technique has been characterized extensively using
rat as an animal model. A number of in situ flow patterns have been utilized to

Figure 4 Schematic representation of diffusion cell preparation for isolated
tissue experiments. In this figure, PD represents the electrical potential differ-
ence (in millivolts) across the membrane and ISC, represents the current flow;
transepithelial resistance is PD. (From Ref. 62.)
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obtain permeability coefficients for NMEs (Fig. 5). In addition to evaluation
of passive transport, this model can be used to examine specialized mecha-
nisms of transport (i.e., active transport and facilitated diffusion). Correlation
between permeability coefficients obtained by in situ perfusion and fraction
absorbed in humans has been well established [2]. From an experimental point of
view, there are several factors that must be borne in mind while using this model.
First, the permeability coefficient obtained from this model is calculated from the
disappearance of NME relative to its initial concentration when perfused to
steady state. For well-absorbed compounds, aqueous resistance may dominate the
over-all resistance to permeability; in these cases, the perfusion flow rate control-
ling intestinal residence time should be adjusted to less than 15%. The viability
of the intestinal segment during the experiment is generally improved relative to

Figure 5 Setup and flow patterns for in situ intestinal perfusion studies.
(From Ref. 62.)

Copyright © 2002 Marcel Dekker, Inc.



Drug Hydrophobicity and Transport 261

everted rings or isolated tissue. Exiting concentrations of NMEs must be cor-
rected for water flux based on the dilution or concentration of nonabsorbable
markers such as PEG 4000, or by gravimetric means. This correction is nec-
essary to eliminate influences from secretion or absorption of water and also
assess the barrier integrity of the isolated intestinal segment.

Some of the advantages of in situ intestinal perfusion are related to
maintenance of physiological processes that are present in vivo. The presence
of intact neural and endocrine input, intact blood, and lymphatic supply as
well as other attributes, such as the presence of nutrient transporters and
hydrolytic enzymes, are noteworthy. Because disappearance of the drug from
the intestinal segment is measured, low concentrations are used to both min-
imize saturation of transport processes and drug interaction possibilities in a
drug cassette. From an analytical point of view, assay sensitivity requirements
are less stringent because loss of compound from the intestinal lumen is
measured, not appearance of compound. Samples for drug assay have high
salt content due to buffering. The ability to characterize regional dependence
of NME permeability characteristics in the same animal is another advantage.
An attractive advantage of this technique is that it has been adapted for
human intestinal perfusion studies using an intubation procedure [76].

Limitations of the perfusion model are related to some basic assump-
tions made in developing the model. Because permeability coefficients are
determined by loss of drug from the intestinal lumen, involvement of other
confounding variables such as lumenal stability of NMEs must be borne in
mind during data interpretation. This system is not well suited to evaluating
efflux processes (i.e., secretion). Occasionally, anesthetics administered to rats
prior to surgical procedures may influence the results. The inability to auto-
mate this model is probably the most serious limitation, especially at the early
drug discovery stage, where higher throughput is necessary.

G.  Transfected Cell Lines

In recent years, there has been increasing awareness regarding the importance
of transporters in the absorption and disposition of NMEs. While the major
portion of NMEs or marketed drugs traverse cell membranes by passive diffu-
sion, there are numerous examples where the involvement of specialized trans-
port mechanisms has been demonstrated. Examples include the role of oligopep-
tide transporters in the intestinal absorption of β-lactam antibiotics, angiotensin-
converting enzyme (ACE) inhibitors, and novel NMEs as well as the role of P-
glycoprotein (P-gp) in the secretion of molecules into the intestine [11,77–79].
Transfection of cells with the transporter protein of interest has permitted the
evaluation of precise cellular mechanisms of uptake and transport of NMEs.
Transfected cell lines by definition are tailor-made to overexpress the protein of
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interest; therefore, data interpretation is largely unambiguous. Most studies
using transfected cell models have evaluated the effect of NME on the uptake
or trans-port of radiolabeled or fluorescent substrates (i.e., inhibition
screens). Evaluation of transport mechanisms of NMEs can also be accom-
plished provided sensitive, specific, and rapid methods of assay such as
HPLC/MS/MS are available. Drug samples for HPLC/MS/MS assay would
be typical of those obtained from subcellular (IIIA) or cellular (IIIB) suspen-
sions (i.e., dilute buffer solutions or aqueous: organic mixtures).

H.  Computational Approaches

Given the large numbers of NMEs emanating from combinatorial chemistry
and the mass-screen mindset, there is a tremendous interest and demand for
“in silico” predictions of NME permeability. Recent work by Waterbeemd
and Palm has demonstrated the utility of these approaches to estimate the
membrane permeability of NMEs [72,80]. The work of Waterbeemd et al.
revolved around estimation of Caco-2 permeability using molecular descrip-
tors (e.g., log P, molecular weight, pK

a
, surface area, and molar volume). Palm

et al. [81] have explored the use of polar surface area (PSA) to estimate frac-
tion of dose absorbed in humans across different structural series. Regardless
of the specific approach, these techniques are being explored widely and can
be considered to be in the beginning stages. To have an impact in early drug
discovery, it is necessary to have a robust, computationally nonintensive and
validated model that can be used to screen NMEs on a routine basis across a
variety of structural series. One simple mnemonic that has gained popularity
in recent years is the Pfizer Rule of Five [82]. Rule of Five is used as an early
alert system that is most ideally in place when NMEs are registered to an
inventory or database system in a discovery organization. Rule of Five states
that poor absorption is likely to occur when there are more than five H-bond
donors, molecular weight >500 Da, clog P > 5, and the sum of N and 0 atoms
is >10.

IV.  BIOANALYTICAL SUPPORT OF DRUG TRANSPORT

There are several prominent experimental methodologies currently in use for
evaluating and predicting the transport properties of new molecular entities
in drug discovery. As in most sciences, the choice of experimental method or
model to study drug transport is largely determined by the question the pharma-
ceutical scientist must address. Regardless of which model is utilized to investigate
drug transport, there is a universal demand for fast and sensitive quantitative assay.
Rapid, reliable determination of drug transport properties is one contributing
piece of information toward the enhancement of bioavailability and, ultimately,
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probability for success as an NME progresses through the drug discovery
process. The selectivity, sensitivity, and speed of HPLC/MS/MS make it an
ideal analytical tool for the support of drug transport studies in drug discov-
ery. Leveraging these characteristics of the HPLC/MS/MS instrument enable
drug transport studies to impact the drug discovery process in a timely man-
ner. In this section the analytical support of drug transport via mass spec-
trometry will be presented both from a practical application perspective, as
well as a survey of current trends in the pharmaceutical industry.

A.  A Practical Approach

The analytical strategy for supporting drug transport studies is not unique. As
in all analytical support, the application starts with defining the analytical chal-
lenge. The analytical scientist must know what question is to be answered by
the data, what is the required throughput, and what turnaround time is
required. A rational analytical strategy will consider all of these key factors
and serve as the foundation for successful analytical methodologies to be
developed and implemented.

B.  Defining the Analytical Challenge

The analytical scientist needs to determine what is required from the data to
be delivered. The data must be able to appropriately address the question
being investigated. Hence, care must be taken to ensure that the experimental
design ensures that appropriately powered data will result from the assay. In
conjunction with appropriately powering the data, the basic details of what
must be quantified, from what matrices and what limits of quantitation are
required must also be determined. Next, production considerations, i.e.,
throughput and cycle time, need to be factored into the decision-making
process. When all of these factors are considered together an analytical
approach can be planned to support the experimental investigation.

The various experimental models for in vitro and in situ transport stud-
ies result in samples that are largely similar from the analytical perspective.
Both matrices are aqueous, buffered at pH 6.5, contain relatively large amount
of buffer salts and very low amounts of protein. As a result, fairly generic
analytical strategies can be put in place to support these studies. These sam-
ples are characterized by the analyte(s) of interest present in a high-salt-
content aqueous matrix; organic solvent modifiers and other small mole-
cules, i.e., reference compounds, are usually also present. The problems
studied by transport experiments range from those requiring quantitation
over 3 orders of magnitude to semiquantitative determination via compar-
ison to a single known sample. The production requirements for analyti-
cal support of transport studies are rapid turnaround, typically 1 day to 1
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week, with throughput demands varying from very low numbers of samples
to support an individual study to high throughput required to support trans-
port screening programs. While the analytical samples are similar across the
variety of transport experimental models, the other program requirements
often dictate the specifics of the analytical support required.

There are a variety of HPLC/MS/MS-based analytical programs that
support transport studies across the pharmaceutical industry. All of these ana-
lytical groups take advantage of some or all of the speed, sensitivity, and
selectivity characteristics of the mass spectrometer to meet the needs of their
respective transport programs. Several groups [83,84] utilize gradient
HPLC/MS/MS strategies. These groups report on transport samples that are
pooled posttransport experiment and then directly injected into the
HPLC/MS/MS system for assay. Pooling discreet transport experiment samples
prior to assay enables simultaneous data acquisition for multiple experiments and,
hence, greatly increases throughput capacity. The gradient HPLC is used to sepa-
rate the analytes present from the experimental matrix, a fast on-line clean-up
method, while the selectivity of tandem mass spectrometric assay (MS/MS) is used
to discreetly quantify the analytes of interest. The ability of the mass spectrometer
to separate multiple analytes in space versus temporal chromatographic separation
is leveraged to result in both faster and higher throughput analytical support.

Other groups [85,86] report a similar analytical approach of gradient
HPLC/ MS assay of transport samples. These groups directly inject discreet trans-
port samples onto a gradient HPLC to separate the analyte of interest from the
matrix, followed by single-stage mass spectrometric assay. Again, this approach
results in fast assay with high throughput capacity. This HPLC/MS approach is
simplified relative to the HPLC/MS/MS analytical support strategy, as less method
development is required prior to sample assay. Another group [87] reports direct
injection assay of transport samples via an isocratic HPLC/MS methodology sim-
ilar to those of Ackermann et al. and Wei et al. Regardless of variations in analyt-
ical methodologies, several of these groups report individual sample cycle times of
a few minutes and throughput capacities of thousands of samples per week.

Analytical groups vary not only in methodology, but also in delivered
product. Some analytical groups supporting transport studies deliver quanti-
tative results from calibration curves of 10 standards over 3 orders of magni-
tude, while others are delivering relative ratios of an unknown sample to that
of a known sample. This variation in the level of certainty of the delivered
results is indicative of the diversity of transport experiments and what is done
with the information generated by them.

The need for fast, reliable, and sensitive analytical support of drug
transport programs is consistent throughout the pharmaceutical industry.
Regardless of specific transport models and what the goals are for the infor-
mation obtained, this need is widely being met by the application of mass
spectrometry.
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V.  CONCLUSIONS

The sensitivity and selectivity brought to drug discovery by the routine use of
HPLC/MS/MS has revolutionized biopharmaceutical capabilities. This
impact has been realized in the form of increased throughput and decreased
cycle time. In a highly significant sense, these new analytical methods have
enabled the introduction of absorption distribution metabolism excretion
studies much earlier in discovery than previously possible. At one time the
investment of lengthy assay development for transport studies on a discovery
candidate was nearly unthinkable. With HPLC/MS/MS, this barrier has been
removed. Prime ADME information can be provided at the earliest stages of
discovery to aid in the selection of lead candidates.
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I. INTRODUCTION

Prior to the 1990s, the properties of absorption, distribution, metabolism, and
elimination (ADME) were not of major concern during the process of drug
discovery. Drug discovery research at this time was dominated by the fields of
chemistry and pharmacology, where chemical synthesis (patents) and phar-
macological activity were the determining factors on which compounds would
be selected for further development. During the 1990s, many pharmaceutical
companies began developing discovery programs that incorporated various
ADME properties, such as pharmacokinetics, metabolism, and biopharmaceu-
tical properties (solubility/log P). As a result of better understanding the impact
that ADME can have on the discovery process and the alleviation of problems
later in development, many pharmaceutical companies incorporated procedures
to screen and select improved discovery candidates based on ADME proper-
ties. The following discussion highlights the importance of drug metabolism in
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Under the most rigorously controlled conditions of pressure, temperature,
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pharmaceutical drug discovery and development and its relationship to mass
spectrometry.

Drug metabolism (xenobiotic biotransformation) is the process by
which lipophilic foreign compounds are detoxified through biochemical or
chemical reactions to hydrophilic metabolites that are eliminated directly as
intact primary metabolites or after conjugation with endogenous cofactors.
These are the processes by which the body removes foreign compounds
(drugs or ingested natural products) in the most efficient and safe manner. It
is well recognized that not all biotransformation reactions lead to nontoxic or
pharmacologically inactive metabolites. Pharmacological activity (duration of
activity), either through a lack of metabolism or metabolism to an active
metabolite, and toxicity (as a result of metabolism to reactive metabolites) are
two essential issues that should be evaluated in any drug discovery program.
As shown in Fig. 1, many compounds have been found to generate reactive
intermediates or pharmacologically active compounds through metabolism
that have led to toxicity or prolonged efficacy, respectively. Several examples
are illustrated throughout this chapter to emphasize the significance of par-
ticular metabolic reactions, either beneficial or harmful.

Drug metabolism as a science goes back over 200 years, when metabo-
lites from ingested food products or early medicines were isolated from ani-
mal and human urine. Drug metabolism as a discipline really came together
with the publication of Detoxification Mechanisms by R. T. Williams in 1947, who
assimilated what was known at the time about the metabolism of drugs and
organic compounds [1,2]. Over the centuries, the means of detecting and
identifying xenobiotic metabolites has increased dramatically, culminating
with the use of the mass spectrometer in almost every aspect of research in
drug metabolism today. Gas chromatography mass spectrometry (GC/MS)
was the first mass spectrometric method employed to separate complex mix-
tures of biological fluids and characterize both endogenous and xenobiotic
metabolites found in blood, urine, bile, and feces. GC/MS instruments
worked well for volatile compounds or compounds that could be derivatized
to volatile compounds; however, it did not work well for compounds that
could not be volatilized or would degrade under the conditions necessary to
separate components. The advent of liquid chromatography mass spectrom-
etry (LC/MS) provided a means to separate a wider variety of complex mix-
tures at room temperature without the need to volatilize compounds. Today,
the most widely employed technique to study biotransformation reactions and
products is the atmospheric pressure ionization (API) LC/MS. This chapter
endeavors to describe the different types of biotransformation reactions as
well as presents a discussion on how drug metabolism and the mass spec-
trometer are used in combination in the fast-paced areas of drug discovery
and drug development.
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Figure 1 Examples of compounds that are metabolized to toxic or active
metabolites. Acetaminophen and chloroform are metabolized to reactive
intermediates that lead to toxicity, whereas levodopa and codeine are metab-
olized to active metabolites.
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II.  METHODS TO STUDY DRUG METABOLISM

Most, however not all, metabolic reactions are catalyzed by enzymes. These
enzymes can be located in different organs, different regions within an organ,
different cell types, or subcellular fractions. Table 1 lists the organs and cellu-
lar organelles often associated with metabolic events. The liver has the high-
est capacity and concentration of drug-metabolizing enzymes, which often
results in a high first-pass metabolic effect (extensive metabolism of parent
drug as it passes through the liver) after oral administration. The majority of
drug metabolizing enzymes can be found in the endoplasmic reticulum
(microsomes) and cytosolic fraction; however, the mitochondria and peroxi-
somes have been associated with moderate to low metabolic capability.
Emphasis will be placed on characterizing the substrates and products of
drug metabolism reactions and not on the enzymes involved in catalyzing the
reactions. Several sources present further information on general aspects of
drug metabolism or details concerning drug-metabolizing enzymes [3–5].

There are essentially two principle methods of studying drug metabo-
lism: in vitro or in vivo. Due to the advantages of storage condition, through-
put, and flexibility, the in vitro techniques are much more predominant in the
drug discovery arena. However, there is still and always will be a place for the
lower throughput, yet more sophisticated in vivo studies that incorporate all
aspects of ADME. An evolving area of drug metabolism research deals with
in silico- (computer or software) assisted drug analysis or screening. In silico
methods are used throughout the pharmaceutical industry and have rapidly
advancing application in the areas of drug metabolism, pharmacokinetics, and
drug transport. The ability to screen large numbers of compounds for multi-
ple parameters with little to no experimental data will soon become the reali-
ty of drug discovery.

A.  In Vitro Methods

The primary in vitro systems employed in drug metabolism involve liver tissue
preparations from either animal or human origin. The liver is the predominant

Table 1 Organs and Organelles Often Associated with Metabolic Biotransformations

Capacity Organ Organelle
High Liver Endoplasmic reticulum (micro-

somesa) and cytosola

Moderate Lung, kidney, intestine Mitochondria
Low Brain, adrenals, skin, testis, pla- Peroxisomes and lysosomes

centa,olfactory
aConsidered subcellular fractions.
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site of xenobiotic biotransformation: however, organs such as the brain, intes-
tine, and kidney can perform some limited biotransformation reactions.
Depending on the metabolic issue to be addressed, there are a wide variety of
in vitro preparations ranging from the individual enzymes to the perfused
organ. Each in vitro model has its own set of advantages and disadvantages
as they range from simple to more complex systems: individual enzymes, sub-
cellular fractions, cellular systems, liver slices and the whole organ, respective-
ly. In vitro systems are very useful to evaluate subtle or dramatic changes with-
in the enzyme environment. Adding or removing various enzymes or cofac-
tors or changes in pH or temperature can often help in elucidating which
enzymes are involved in a particular enzymatic event or chain of events. Table
2 indicates the various in vitro systems, their complexity with regard to meta-
bolic events, utility in drug discovery, and some of the applications of each in
discovery. All of the applications listed in Table 2 involve the use of the mass
spectrometer either for metabolite characterization or quantitation of parent
drug or metabolites.

1.  Single-Enzyme Systems

Single-enzyme systems, typically obtained from cDNA expression systems,
are an effective technique for the study of individual enzyme reactions and
their products. The incubation of enzyme, buffer, necessary cofactors, and
drug produces extremely clean samples that are amenable to either simple
cleanup procedures or direct injection into the LC/MS instrument (Chap. 6).
These isolated enzymes can be stored at -80ºC for extended periods of time,
making them readily available whenever necessary. In addition, they are rea-
sonably easy to work with either by hand or in a robotic environment where
high-throughput incubation, sample preparation, and analysis are possible.

Table 2 Various In Vitro Systems and Their Application to Drug Metabolism

Utility in

System Complexitya drug discoverya Application
Single enzyme + +++ MS, DDI
Microsomes ++ +++ MS, DDI, XSP, PK
S9 fraction ++ ++ MS, DDI, XSP
Hepatocytes +++ +++ MS, DDI, XSP, PK
Liver slices +++ + MS, DDI, XSP
Perfused liver ++++ + MS, PK
a+, low; ++, moderate; +++, high; and ++++, very high.
Abbreviations: MS, metabolic stability; DDI, drug–drug interaction screening; XSP,
cross-species comparison; and PK, determination of pharmacokinetic parameters.
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2.  Subcellular Fractions

As early as the 1940s, liver homogenates became one of the first in vitro tech-
niques to be employed. Since that time, the isolation of subcellular fractions
from liver homogenate have become more popular and useful. Liver
homogenate centrifuged at 9000g results in a supernatant (S9 fraction) rich in
drug-metabolizing enzymes and a pellet containing predominately nuclei,
lysosomes, peroxisomes, and mitochondria. Centrifuging the S9 fraction at
100,000g results in a supernatant (cytosol) and pellet (microsomes) each con-
taining different types or forms of drug-metabolizing enzymes. Figure 2 illus-
trates the preparation of these sub-cellular fractions.

Microsomes are the most commonly used subcellular fraction and contain
the majority of oxidative drug-metabolizing enzymes, such as the cytochromes
P450 (CYP) and flavin monooxygenases (FMO). Microsomes are microvesicles
of endoplasmic reticulum (approximately 100 nm in diameter) containing large
amounts of membrane-bound enzymes. In addition to the oxidative enzymes,
microsomes contain glucuronosyltransferases, epoxide hydrolases, alcohol/alde-
hyde dehydrogenases, esterases, amidases, and methyltransferases. Similar to indi-
vidual enzymes, microsomes can be stored at -80ºC and are readily available and
commonly used with robotic systems for high-throughput metabolic studies.
Microsomes are one of the predominant in vitro systems employed to evaluate
metabolic stability (a prediction of how fast or slow a drug will be metabolized

Figure 2 Origin of subcellular fractions prepared by differential centrifuga-
tion of liver tissue: homogenate, S9 fraction, microsomes, and cytosol.
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in vivo) due to the fact that the majority of rapidly metabolized compounds
are via the oxidative enzymes found in microsomes. The cytosolic fraction
contains the majority of conjugative drug metabolizing enzymes, such as sul-
fotransferases, N-acetylases, amino acid transferases. and glutathione S-trans-
ferases. Due to the lack of oxidative enzymes, the cytosol is not commonly
used in drug discovery, except in those specific cases where an enzyme pres-
ent in cytosol needs to be studied. In addition, more specialized enzymes
found in other organelles, such as those involved in β-oxidation (mitochon-
dria or peroxisomes), are not frequently used in drug discovery.

3.  Hepatocytes

Hepatocytes (liver cells) are a complete drug-metabolizing unit, with an intact
cell membrane, cellular environment (organelles, temperature, and pH), drug-
metabolizing enzymes, and cofactors. These liver cells contain the majority of
drug-metabolizing enzymes in their natural orientation (architecture) and con-
centration as well as cofactors at their normal concentrations. Similar to the
in vivo situation, drugs must cross a cell membrane and compete with other
exogenous or endogenous substrates for the multiple drug-metabolizing sys-
tems. The advantage of a functional cell membrane is that drugs and metabo-
lites must cross this barrier either by active or passive transport. Transporters
may be involved in increasing or decreasing the concentration of drug and/or
metabolites inside or outside of the cell, thereby dramatically altering the con-
centration. These characteristics are in contrast to the previously mentioned
cell-free in vitro systems (expressed enzymes, cytosol, and microsomes) that
do not contain a cell membrane nor normal concentrations of cofactors and
employ unusual buffering systems.

Hepatocytes have many applications in both drug discovery and devel-
opment. In drug development, they are employed in every aspect of drug
evaluation. For example, cross-species comparisons of metabolic profiles;
drug-drug interactions (inhibition or induction); reaction phenotyping (deter-
mining the enzymes involved in the biotransformation of a drug); and, most
importantly, the first evaluation of metabolites that can be formed in vivo in
humans. In addition, the estimation of in vivo pharmacokinetic parameters
has been shown with animal and human hepatocytes with reasonable success
[6,7]. In drug discovery, the applications are somewhat more limited, merely
due to the cost and availability of human hepatocytes. However, hepatocytes
are used to evaluate the metabolic stability of compounds, much like the use
of microsomes for the same purpose, with the advantage of a broader com-
plement of drug-metabolizing enzymes. Caldwell et al., who examined eight β-
adrenolytic drugs in rat, monkey, and human hepatocytes, showed this appli-
cation by high-throughput methods utilizing 96-well plates and LC/MS [8].
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Animal hepatocytes, in particular rat hepatocytes, are readily accessible
and are used throughout both drug discovery and development.
Unfortunately, human hepatocytes have not been as accessible or available
when needed, there-fore they were predominately employed in drug develop-
ment. Newer advancements in the cry preservation of hepatocytes have
allowed many researchers to freeze and store hepatocytes for routine screen-
ing in drug discovery [9]. The ability to store hepatocytes from multiple dif-
ferent species has a distinct advantage in drug discovery over the laborious
nature of isolating cells and the random access to individual human livers.

4.  Liver Slices

Liver slices have historically been employed to study multiple biochemical
processes; however, they fell out of use due to the inability to consistently
produce viable slices of uniform thickness. In the 1980s, commercial tissue
slicers became available that circumvented all of the limitations previously
encountered in pre-paring liver slices. In the 1980s and 1990s, the use of liver
slices resurfaced as an important tool to study metabolism, pharmacokinetics,
toxicology, and other biochemical functions. Liver slices afford the researcher
with an in vitro system of higher architecture, e.g., containing all of the liver
cell types with the cell-cell junctions intact as well as bile canuliculi. These
interconnections allow the slice to maintain a higher level of function through
cellular communication and compound/cofactor trafficking. Like the hepato-
cytes, the slices also contain all of the Phase I (oxidative) and Phase II (con-
jugative) enzymes necessary to obtain a complete metabolic profile. Today,
liver slices have begun to slowly fall out of use in drug metabolism due pre-
dominately to issues associated with drug trans-port into and out of the slices
and the increased use of hepatocytes to study similar reactions [7]. However,
slices remain a popular tool to study processes that re-quire multiple
organelles or regulatory machinery within the cell, such as toxicology and bio-
chemistry.

5.  Organ Perfusion

Organ perfusion is the ultimate in vitro (in situ) model system employed to
study many aspects of metabolism or pharmacokinetics of not only the liver,
but also the intestine, brain, and kidney. The major advantage of the organ per-
fusion system is the complete preservation of organ architecture, such as vascu-
lature, elimination pathways (bile canuliculi or renal tubules), cellular contacts, and
a zonal distribution of enzymes within the organ. In contrast to all of the other
techniques described previously, organ perfusion is typically a single experiment
with a single test article, whereas the other in vitro systems will typically use the
subcellular fraction or hepatocytes from a single liver to perform hundreds of
experiments. Therefore, organ perfusions are typically employed to answer
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specific questions and are not routinely used to screen discovery compounds
for ADME properties.

Depending on the in vitro technique employed, only certain types of
metabolic reactions are possible or require the addition of specific cofactors
for reactions to occur. For example, microsomes do not have the ability to
form sulfate metabolites due to the lack of both the sulfotransferase enzyme
and the necessary cofactor. Table 3 illustrates the metabolic events that are
possible within each in vitro system, assuming the necessary cofactors are
added in the appropriate concentrations. The location of these enzymes will
be important to remember when choosing an in vitro technique to use and
which products (metabolites) to expect from each system.

B.  In Vivo Methods

In vivo studies have generally been much more labor and time intensive com-
pared to in vitro experiments; however, with the advent of cassette dosing (see
Chap. 11) and higher throughput methods of sample preparation and analysis, in
vivo experiments are essential in drug discovery. Unlike the in vitro systems
described above, in vivo experiments are much more descriptive in overall meta-
bolic events and drug disposition due to the complexity and arrangement of the
biological systems incorporated into living organisms. In vivo studies are much
more appropriate to examine how drugs are absorbed, distributed, metabolized,
and eliminated and how these processes are interconnected to take in drugs and
eliminate them from the body. Dosing animals or humans with new chemical

Table 3 Metabolic Reactions Found in Various In Vitro Systems

In vitro system Metabolic reactions
Microsomes CYP, FMO, GT, EH, AD, ES/AM, MT
Cytosol ST, GST, EH AD, ES/AM, DHD, COMT, NA, AA
Hepatocytes CYP, FMO, GT, EH, AD, ES/AM, MT, ST, GST, DHD, COMT,

NA, AA, β-O
Liver slices CYP, FMO, GT, EH, AD, ES/AM, MT, ST, GST, DHD, COMT,

NA, AA, β-O
Liver perfusion Bile, CYP, FMO, GT, EH, AD, ES/AM, MT, ST, GST, DHD,

COMT, NA, AA, β-O
Abbreviations: CYP, cytochrome P450; FMO, flavin monooxygenase; GT, glucuronyl
transferase; EH, epoxide hydrolase; AD, alcohol/aldehyde dehydrogenase; ES/AM,
esterase/amidase; MT, methyl transferase; ST, sulfotransferase; GST, glutathione S-
transferase; DHD, dihydrodiol dehydrogenase; COMT, catechol O-methyltransferase;
NA, N-actetyl transferase; AA, amino acid acyltransferase; β-O, β-oxidation.
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entities (NCE) and sampling from blood, urine, bile, feces, or a combination
of these matrices can lead to a great deal of information on the rate at which
a drug (metabolite) is eliminated (e.g., pharmacokinetics), whether the drug
gets to the target organ, by which excretory route the drug is eliminated, and
if the drug is metabolized to any great extent. With regard to metabolism,
most of the investigations deal with routes of excretion, extent of metabo-
lism, and the amount of drug (metabolites) found circulating in plasma or
excreted as well as the identification of metabolites found in the various
matrices. Today, all of these parameters involve the use of mass spectrometry
in some form, either through quantitation or characterization of parent drug
and metabolites.

C.  Mass Spectrometry

The need for rapid, sensitive methodologies for the identification and quanti-
tation of drugs and metabolites to accelerate drug discovery and development
has given atmospheric pressure ionization liquid chromatography mass spec-
trometry (API LC/MS) its central position in the drug metabolism laborato-
ry. There are many strategies and LC/MS techniques that are available which
provide varying sensitivities and levels of structural information. This section
attempts to orient the reader with respect to the most commonly used MS tech-
niques. The instruments described below range from those that can provide an
approximate molecular weight for a drug or metabolite to those that can provide
absolute structural identification or high-resolution exact mass determination.

Mass spectrometry work for drug metabolism can be divided into two
groups: quantitative and qualitative (or structural elucidation). The former
attempts to quantify the amount of a metabolite formed during a time inter-
val (producing a time/metabolite concentration curve). The latter attempts to
identify the chemical structure of a metabolite. These efforts are substantial-
ly different and require different sets of tools and techniques. As described in
Chapter 3, triple-quadrupole mass spectrometers are a premier tool for quan-
titative work, while better full-scan data can be obtained from ion traps and
time-of-flight (TOE) instruments. Time-of-flight instruments are advanta-
geous because they allow for exact mass determinations (to the third or fourth
decimal place) of unknowns. Ion traps are useful because they can produce frag-
mentation and structural information through a facile implementation of
MS/MS. Quadrupole time-of-flight instruments offer a combination of these fea-
tures, including the capability of doing MS/MS and the higher resolution of TOF.

Although APCI can accommodate higher flow rates (up to approximately 2
mL/min), the source is usually operated at higher temperatures than an electro-
spray ionization source, which can lead to thermal degradation of the sample. This
is especially problematic with the detection of fragile glucuronides, N-oxides, and
sulfates. Either ion source can accommodate a wide range of HPLC mobile-phase
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components, so long as nonvolatile salts are avoided (Chap. 5). In developing
mass spectrometric methods to accommodate large numbers of structurally
diverse molecules it is useful to utilize the most generic LC conditions at the
source of the mass spectrometer to allow the formation of ions for mass
spectral characterization.

III.  METABOLIC REACTIONS

Metabolic reactions are categorized into two types of biotransformation,
Phase I or Phase II reactions. Phase I reactions are considered functionaliza-
tion reactions that introduce or uncover functional groups with increased
polarity or nucleophilicity. Phase I reactions generally involve oxidation,
reduction, and hydrolytic reactions. In contrast, Phase II reactions are consid-
ered conjugative reactions whereby endogenous cofactors are activated and
covalently bound to the parent drug or metabolites, increasing their ability to
be excreted. The following discussion includes multiple examples of drugs
and organic compounds that undergo Phase I and/or Phase II reactions.
Additional information on these and other metabolic reactions can be found
in several excellent articles and book chapters [3–5,10,11]. It should be noted
that metabolites are generally formed after multiple reactions that work in
concert to produce the final metabolite; there-fore one must expect to use
several combinations of these reactions to yield the final product. Table 4 lists
some of the most common oxidative reactions with a few examples of mass
changes expected from these biotransformations for both Phase I and II reac-
tions.

A.  Phase I or Functionalization Reactions
1.  Oxidation Reactions

Of the Phase I reactions, oxidative biotransformations are by far the most
common. These reactions are carried out by several oxidative enzyme systems,
the most predominant of which is the CYP superfamily of enzymes.
Additional oxidative enzymes include FMO, xanthine oxidase, aldehyde oxi-
dase, alcohol and aldehyde dehydrogenases monoamine oxidases, and various
peroxidases. Determining the enzyme(s) employed to biotransform any par-
ticular substrate will depend on the substrates chemical and physical charac-
teristics as well as functional substituents. This chapter does not describe in
detail the mechanism of these various enzymes; however, it does illustrate the
product(s) (i.e., metabolites) produced by each reaction.

Many of the oxidative reactions involve the incorporation of an oxygen
atom into the product, replacement of another atom with oxygen, or a change in
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Table 4 Various Forms of
Biotransformation Reactions and the
Associated Mass Changes

Change
Metabolic reaction in massa

Carbon hydroxylation +16
Epoxidation +16
N-Hydroxylation +16
N-Oxidation +16
Phosphorus oxidation +16/17b

Sulfur oxidation +16/32c

Oxidative desulfuration -32
Glucuronidation -176
Sulfation +80
Methylation +14
Acetylation +42
Amino acid conjugation

Glycine +57
Glutamine +145
Taurine +107

a+, addition of mass;, loss of mass.
bPhosphorus oxidation and hydroxylation, respec-
tively.
cSulfoxide and sulfone, respectively.

the oxidative state of the substrate. Aliphatic or aromatic oxidations; epoxi-
dation; and N-, S-, P-oxidations are examples of oxygen atom incorporation
(Figs. 3–6). Examples of carbon atom oxidation (aliphatic, aromatic, olefinic)
are illustrated in Fig. 3. The saturated fatty acid lauric acid (dodecanoic acid),
used in soaps and cosmetics, undergoes aliphatic oxidation to both the 11-
and 12-hydroxy metabolites (ω-1 and ω-positions, respectively) as the primary
metabolites [12]. Amphetamine [a central nervous system (CNS) stimulant]
undergoes both p-hydroxylation (aromatic hydroxylation) and oxidative deam-
ination (described below) as illustrated in Fig. 3 [13,14]. Epoxides will generally
react with epoxide hydrolase to form the corresponding dihydrodiol; however,
there are some cases where the epoxide is stable. In some instances, the epoxide
can react with other nucleophiles, such as glutathione, or, in the extreme cases,
other macromolecules, resulting in toxicity. The commonly prescribed anticon-
vulsant carbamazepine is unique in that it forms a stable epoxide metabolite
due to stabilization of the two adjacent aromatic rings; however, the epoxide
does undergo further metabolism to the trans-dihydrodiol metabolite [15,16].
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Figure 3 Examples of carbon atom oxidation: aliphatic (lauric acid), aromat-
ic (amphetamine), and olefinic (carbamazepine).
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Figure 4 Representative illustrations of primary amine oxidation (A), sec-
ondary amine oxidation (B), tertiary amine oxidation (C), and xenobiotics that
undergo N-hydroxylation or oxidation reactions (D).
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Representative and actual examples of nitrogen, sulfur, and phosphorus
oxidations are illustrated in Figs. 4A–4D, 5, and 6, respectively. Figures 4A–4C
are representative reactions, while Fig. 4D illustrates actual examples of both
aliphatic and aromatic nitrogen oxidation reactions. The oxidation of primary
amines and in some cases tertiary amines is somewhat common, whereas the oxi-
dation of secondary amines is found less frequently. More common are the
oxidative dealkylation reactions of amines that are discussed below. Phentermine
is an example of a primary amine that undergoes oxidation to the hydroxylamine,

Figure 4 Continued
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Figure 5 Various forms of sulfur oxidation: sulfoxide/sulfone and disulfide
formation.
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followed by oxidation to the nitroso derivative and finally to the nitro metabo-
lite, as shown in Fig. 4D [17]. Phenmetrazine, an appetite suppressant related
to amphetamine, is a secondary aliphatic amine that is oxidized to the sec-
ondary hydroxylamine and further to the nitrone metabolite [18]. Simple
examples, such as aniline and the endogenous substrate trimethylamine, also
undergo nitrogen oxidation to nitroso and N-oxide metabolites, respectively
[19,20].

Oxidations of sulfur and phosphorus occur readily when present in xenobi-
otics. Figure 5 shows several examples of sulfur-containing compounds that
undergo oxidation. The most common form of sulfur oxidation is formation of a

Figure 6 Example of phosphorus oxidation.
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sufoxide, sometimes followed by further oxidation to the sulfone.
Thioridazine is an example of a sulfur-containing drug that undergoes both
sulfoxide (cyclic sulfur atom) and sulfone (exocyclic sulfur atom) formation in
three separate oxidation steps [21]. Another common form of sulfur oxida-
tion is disulfide formation from thiols, which can also undergo further oxida-
tion to thiolsulfinates and thiosulfonates (although these secondary reactions
are less common and the products less stable). 1,2-Dithiane is an example of a
simple disulfide that undergoes two sequential oxidations steps to form the thio-
sulfonate derivative [22]. Figure 6 illustrates a few examples of phosphorus oxi-
dation. Phosphorus, although an atom not commonly found in human therapeu-
tics, is often found in environmental agents, such as insecticides and other agro-
chemicals. In general, phosphines are oxidized to phosphine oxides, as shown
with the CNS depressant 3-dimethylaminopropyl diphenylphosphine, or hydrox-
ylation, as demonstrated by 1-amino-3-methylbutyl phosphinic acid [23,24].

N-, O-, and S-dealkylation reactions are some of the most common
oxidative reactions found on drug molecules. These reactions employ oxygen
atom incorporation as a means to cleave or remove smaller portions of the
molecule (N-, O-, S-dealkylation or β-oxidation); therefore the final product
generally does not contain an additional oxygen atom. The hydroxylated frag-
ment will be form-aldehyde (formic acid) when a methyl group is removed or
some type of aldehyde (carboxylic acid) derivative, depending on the sub-
stituent removed. Examples of each type of dealkylation reaction are shown
in Fig. 7 with the drugs lidocaine and codeine and the fungicide tetrachloro-
1,4-bis(methylthio)benzene [25–27]. Note again how the leaving group con-
tains the incorporated oxygen as an aldehyde metabolite that is typically oxi-
dized to the corresponding carboxylic acid.

Some reactions replace another atom, such as a halogen, sulfur, or
nitrogen, with oxygen (oxidative dehalogenation, desulfuration, or deamina-
tion, respectively) (Fig. 8). Oxidative dehalogenation requires at least one halo-
gen and one α-hydrogen for this reaction to occur. The acyl halides that are
formed can react with either water to form carboxylates or other reactive
nucleophiles resulting in potential toxicity, as has been shown with halothane
[28,29]. Another form of dehalogenation is dehydrodehalogenation, which is
the removal of a hydrogen–halogen or halogen–halogen pair from adjacent
carbons to form a carbon-carbon double bond. The insecticide DTT, shown
in Fig. 18, typifies this reaction, which is glutathione dependent. The desulfu-
ration and deamination reactions both result in loss of either sulfur or nitro-
gen and direct replacement with oxygen. The oxidative deamination of
amphetamine was shown in Fig. 3. Thiopental (Pentothal) is an intravenous
anesthetic drug that undergoes oxidative desulfuration (C=S) to form anoth-
er common intravenous anesthetic drug pentobarbital (i.e., active metabolite)
[30]. The insecticide parathione also undergoes oxidative desulfuration (P=S)
to form a phosphate ester [31].
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Figure 7 Examples of hetereoatom (N—, O—, and S) dealkylation reactions.
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Figure 8 Various forms of replacement reactions: oxidative dehalogenation,
deamination, and desulfuration.
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Still, there are some reactions that merely change the oxidative state of
the substrate, such as alcohol and aldehyde dehydrogenase catalyzed conver-
sion of substrate to aldehydes and carboxylic acids, respectively. Figure 9A
shows the terminal hydroxylation of an alkyl group, followed by oxidation to
the aldehyde and subsequently to the carboxylic acid. This reaction is also
observed with ω-hydroxy lauric acid (Fig. 3). Interestingly, these terminal car-
boxylic acid group can be subjected to another form of oxidation (or hydrol-
ysis) known as β3-oxidation. β-Oxidation involves one or more sequential
cycles of oxidative metabolism (hydrolysis) on an alkyl side chain or long-
chain fatty acid. Starting from an alkyl side chain, oxidation occurs at the ter-
minal (ω-position), as opposed to the thermodynamically more stable ω-1,
position (Fig. 9A). Oxidation of the alcohol to the carboxylic acid gives the
substrate for β-oxidation. Each step in the oxidation process begins with the
formation of an acyl coenzyme A derivative followed by oxidation of the β-
carbon. Subsequent steps result in the release of two carbon units as acetyl-
CoA, leaving behind a fatty acid CoA derivative. After the alkyl chain cannot
be shortened any further, the final product is released as a terminal carboxy-
late. In general, β-oxidation results in the release of even-numbered carbon
units (two at a time); however, there are some instances where odd numbers
of carbon units have been removed. Figure 9B illustrates an example of car-
bon oxidation and β-oxidation of the cholesterol lowing agent CI-976 [32].

2.  Hydrolytic/Cleavage Reactions

There are several different types of hydrolytic reactions and enzymes: car-
boxylesterases, epoxide hydrolases, drug conjugate cleavage enzymes (glu-
curonidase, sulfatase, or phosphatase), and peptidases. The process of β-oxi-
dation described previously could also be considered a cleavage reaction.
These reactions generally produce a metabolite that is more polar and sus-
ceptible to conjugation by Phase II enzymes.

The carboxylesterases are enzymes that commonly hydrolyze carboxylic
acid esters as well as amide, thio-, and phosphoric acid esters [33]. These
enzymes are found in many tissues and fluids, such as liver, kidney, intestine,
and plasma. There are several other functional groups that are susceptible to
hydrolytic cleavage, such as the β-lactam ring of penicillin derivatives
(cyclic amide) [34], carbamates, hydrazides, and urea-type compounds [35]
(Fig. 10A). In general, these cleavage reactions result in the splitting of the
molecule (except for cyclic compounds) into two separate components: a
carboxylic acid and the reduced form of the heteroatom (nitrogen, oxy-
gen, or sulfur in the remaining portion). The name carboxylesterase is
outdated and not truly appropriate, as it encompasses much more than
carboxylic acid esters; however, this is the term one encounters in much
of the literature. Figures 10A and 10B illustrate some general examples
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and actual metabolic reactions involving carboxyesterase enzymes, respective-
ly [35–40].

Another important group of hydrolytic enzymes are the epoxide hydro-
lases, also known as epoxide hydrase or epoxide hydratase, most commonly
found in liver tissue. Epoxide hydrolases catalyze the hydration of arene
oxides and aliphatic epoxides to their corresponding trans-dihydrodiols or
diols, respectively, by activating a water molecule to attack one of the carbons
of the arene oxide or epoxide [41]. Although one of the major metabolites of
carbamazepine is the stable epoxide, this metabolite also undergoes hydroly-
sis to form the trans-dial metabolite (Fig. 3). Likewise, the anticonvulsants
phenytoin and mephenytoin form arene oxides, which then form trans-dihy-
drodiol that undergo further oxidation to form the catechols by the enzyme
dihydrodiol dehydrogenase (Fig. 11) [42,43].

Also considered hydrolytic reactions are the cleavage of glucuronide,
sulfate, and phosphate conjugates by β-glucuronidase, sulfatase, and phos-
phatase enzymes, respectively. These enzymes are found predominately in the
intestinal microflora of animals and humans and to some extent in the mam-
malian host. These enzymes can cleave newly formed conjugates back to the
parent drug or Phase I metabolite.

The peptidases are not as common in the metabolism of xenobiotics;
however, with the advent of protein expression and molecular biology, we are
starting to see an increased prevalence of proteins as drugs. The peptidases
are categorized as aminopeptidases, carboxypeptidases, or endopeptidases
and catalyze the cleavage of the amide linkage between two amino acids at
either the amino terminus, carboxy terminus, or internally, respectively.

3.  Reduction Reactions

Given the oxidative cellular environment of higher animals, the reduction of
certain functional groups is not as common as oxidative, hydrolytic, or con-
jugative reactions; however, the reduction of drugs and metabolites has
been shown to occur. It should be noted that intestinal microorganisms
have a greater propensity to reduce xenobiotics, therefore bacteria found
in the intestine can actually form a significant amount of the reduced
metabolites eliminated in the feces of mammals. Reduction of ketones,
nitro and azo compounds, N- and S-oxides, disulfides, quinones, and
alkenes (α,β-unsaturated carbonyls) as well as reductive dehalo-genation
have all been noted in the literature. Some of the most common reactions

Figure 9 β-Oxidation reaction beginning with initial alkane hydroxylation (A)
and the hydroxylation and β-oxidation of CI-976 (B).
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Figure 10 General examples (A) and actual examples (B) of hydrolytic/cleav-
age reactions by carboxyesterase enzymes.
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Figure 10 Continued
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involve the reduction of carbon–oxygen or carbon–carbon double bonds (ke-
tones, quinones, and alkenes). Aldehydes and ketones are metabolized to primary
and secondary alcohols, respectively (Fig. 12). Chloral hydrate is a well-known
example of a compound that initially forms an aldehyde which is then reduced
to the primary alcohol [44]. The reduction of ketones, such as metyrapone, often
leads to the generation of a chiral center and two secondary alcohol enantiomers,

Figure 11 Representation of epoxide hydrolase reactions and the metabolism
of mephenytoin by cytochrome P450 (CYP), epoxide hydrolase (EH) and
dihydrodiol dehy-drogenase (DHD).

Copyright © 2002 Marcel Dekker, Inc.



Drug Metabolism 297

as illustrated in Fig. 12. Typically, one enantiomer is preferentially formed over
the other; however, both can generally be found [45]. Quinones, such as those
found in menadione and vitamin K, can be reduced to the corresponding
hydro-quinones by an enzyme called NADPH quinone reductase (or DT-
diaphorase) (Fig. 13) [46,47]. Due to the ease of oxidation and reduction of
hydroquinones and quinones, they can lead to a cyclic generation of reactive
oxygen species, such as superoxide anion, hydrogen peroxide, and hydroxyl
radical, potentially causing toxicity.

The reductions of alkenes are a special case and are found associated
with α,β-unsaturated carbonyls and not with isolated double bonds. Both
norethindrone and 5-fluorouracil have been shown to undergo carbon–car-
bon double-bond reduction [48–49], as shown in Fig. 14.

Generalized reductions of nitrogen-containing groups are illustrated in Fig.
15. These include the reduction of aromatic nitro and azo compounds as well as

Figure 12 The reduction of aldehydes and ketones to primary and secondary
alcohols, respectively.
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Figure 14 The reduction of alkenes (α,β-unsaturated carbonyls) as illustrat-
ed with nor-ethindrone and 5-fluorouracil.

Figure 13 The reduction of quinones to hydroquinones. Vitamin K and
menadione are examples of this type of reduction reaction.
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the reduction of N-oxides to their corresponding primary and tertiary amines,
respectively. The reduction of aromatic nitro compounds begins with a two-
electron reduction to form the nitroso derivative, followed by two additional
two-electron reductions to form the hydroxyl amine and primary amine,
respectively [50,51]. Compounds do not necessarily need to proceed all the
way to the primary amine; some compounds such as nitrofuran derivatives
generally terminate at the hydroxylamine step. Nitrobenzene and the antimi-
crobial nitrofural are examples of compounds that undergo nitro reduction
(Fig. 15 and 16A) [50–53].

The reduction of aromatic azo compounds proceeds through a hydrazino
intermediate that is cleaved to give two primary amines (Fig. 15). The best cited illus-
tration of a drug-related azo reduction is found with the prodrug prontosil, which
undergoes azo reduction to form the active sulfonamide antibiotic sulfanil-amide
(Fig. 16B) [54,55]. The urinary analgesic phenazopyridine is another compound
that undergoes azo reduction to form both 2,3,6-triaminopyridine and aniline

Figure 15 Representative examples of nitrogen reductions (nitro-, azo-, and
N-oxides).

Copyright © 2002 Marcel Dekker, Inc.



300 Sinz and Podoll

Figure 16 Nitro reduction of nitrofual (A), azo reductions of prontosil,
phenazopyrin-dine and Congo red (B), and the reduction of chlopromazine
and nicotine N-oxides (C).
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(Fig. 16B) [56]. Another class of azo-containing compounds that readily
undergo reduction either by mammals or intestinal bacteria are the azo dyes,
such as Congo red, which is metabolized to the carcinogen benzidine (Fig.
16B) [57].

The reduction of N-oxides in most cases represents a minor pathway of
metabolism; however, this reaction can lead to the regeneration of a signifi-
cant amount of parent drug that was initially formed by N-oxidation [see Fig.
15 for an example of this reversible reaction (N,N-dimethylanaline N-oxide)].
Therefore, if the original N-oxide is not eliminated from the body reasonably
quickly and reduction has a chance to occur, the plasma concentration and the
pharmacological effect of the drug may be extended. Chlorpromazine N-
oxide and nicotine 1’-N-oxide are examples of N-oxides that are reduced to
their respective tertiary amines [58,59], (Fig. 16C). Reductions of sulfur-con-
taining xenobiotics are similar to those found with nitrogenous substrates.
Bisulfides and sulfoxides can both be reduced to the corresponding sulfides.
Figure 17 illustrates several examples of sulfur-containing compounds that
have been found to undergo sulfur reduction. The garlic constituent diallyl
disulfide and disulfiram (Antabuse) are both reduced to their respective sul-
fides [60,61]. Also, the vasodilator flosequinan, which contains a sulfoxide
substituent, is reduced to its sulfide metabolite (note: flosequinan is also oxi-
dized to the sulfone metabolite) [62].

The last reductive pathway examined in this chapter is reductive dehalo-
genation, the replacement of a halogen with hydrogen. This is a common reaction

Figure 16 Continued
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with many different types of haloalkanes, such as carbon tetrachloride and
halothane (previously shown to also undergo oxidative dehalogenation). This par-
ticular type of metabolism often leads to the formation of reactive intermediates
or metabolites that cause lipid peroxidation or covalent binding to macromolecules.
Figure 18 shows both a representative dehalogenation reaction and that which is
observed with the insecticide DTT (l,l-bis(4-chlorophenyl)-2,2,2-trichloroeth-ane)
[63,64]. DDT undergoes reductive dehalogenation to form ODD (1,l-bis(4-
chlorophenyl)-2,2-dichloroethane) as well as DDE (l,l-bis(4-chlorophenyl)-2,2-

Figure 17 Reduction reactions of sulfur-containing compounds, such as dial-
lyl disulfide, disulfiram, and flosequinan.
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dichloroethene), which has been shown to be mediated by a glutathione-
dependent mechanism (discussed above under Sec. III.A.1).

B.  Phase II or Conjugative Reactions

Phase II or conjugative reactions include glucuronidation, sulfation, methyla-
tion, acetylation, and glutathione and amino acid conjugation. These conjuga-
tive reactions are typically preceded by one of the above-mentioned Phase I
reactions; however, direct conjugation of a xenobiotic can occur if the appro-
priate functional group is present. Most Phase II reactions occur on het-
eroatoms, such as sulfur, nitrogen, oxygen, and in some instances direct con-
jugation can occur on carbon atoms should the conditions be favorable. For
example, glutathione conjugation can occur on carbon atoms, and for highly
acidic carbons, glucuronidation has been shown to occur. Some common
functional groups where Phase II reactions occur would include primary
amines, carboxylic acids, hydroxyl and thiol groups, epoxides (arene oxides),
or highly reactive (electrophilic or nucleophilic) sites. All of these reactions are
catalyzed by enzymes and require various cofactors, with the exception of glu-
tathione conjugation of highly electrophilic sites that can occur independent-
ly of transferase enzyme.

In general, conjugation reactions increase hydrophilicity and mass, promot-
ing the elimination of metabolites in bile or urine, and decrease pharmacological

Figure 18 The reductive dehalogenation of the insecticide DDT.
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activity. A common exception to increased polarity after conjugation is methy-
lation. Methylation of sulfur, nitrogen, or oxygen decreases polarity and excre-
tion by covering up the more polar functional group originally present on the
molecule. Pharmacological activity generally decreases after conjugation due
to poor cellular penetration of the conjugate and the increased clearance that
generally occurs with the more polar and larger metabolites. It should be
noted that there are several exceptions to this general rule; for example, mor-
phine 6-O-glucuronide is an equally active form of morphine [65,66] (see Fig.
19). Ultimately, the only way to determine pharmacological activity of a
metabolite (Phase I or Phase II) is to test the metabolite separately from the
parent compound either in vitro or in vivo. As with the case of Phase I reac-
tions, not all Phase II biotransformations lead to nontoxic metabolites. The
transesterification of acyl glucuronides and the rearrangement of acetylated
aromatic amines have been shown to generate greater toxicity than their par-
ent drugs or metabolites [67]. These reactions are described in greater detail
under their respective sections.

The following discussion describes the types of reactions that are pos-
sible for the most common forms of conjugation. Whereas glucuronidation
and sul-fation are two of the most common forms of conjugation, greater
emphasis is placed on these reactions.

1.  Glucuronidation

Glucuronidation is the most prevalent form of conjugation due to the num-
ber of functional groups that can be glucuronidated, catalytic activity of the
enzyme, and high concentration of cofactor (UDPGA). The aglycone (parent
drug or metabolite prior to conjugation) is conjugated through an enzyme-medi-
ated process that employs UDP-glucuronosyl transferases (microsomal enzymes)
and UDPGA (uridine-5’-diphospho-α-D-glucuronic acid) (Fig. 20) [68]. The
cofactor UDPGA contains a carboxylic acid (pK

a
3–4) and multiple hydroxy

groups, which, when combined, add significant polarity to any substrate. It should
be noted that the configuration of the Cl carbon of UDPGA prior to the con-
jugation reaction is alpha and is converted to the β-configuration upon attack
by the aglycone, therefore the products are known as β-D-glucuronides [69].

Glucuronidation occurs by nucleophilic attack of an electron-rich hetero-
atom, typically oxygen, nitrogen, sulfur, and sometimes carbon. Table 5 describes
the common functional groups that participate in glucuronidation reactions and
Figs. 19–21 illustrate several examples of glucuronidation reactions (valproic acid,
aniline, and methimazole, [70–73]). Figure 21 illustrates two of the more unusual
glucuronidation reactions: formation of quaternary ammonium-linked glu-
curonides and carbon-linked glucuronides. Quaternary-linked glucuronides have
been isolated from the urine of humans and other primates. Historically, the for-
mation of these glucuronides has been reported to be negligible or nonexistent
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Figure 19 Examples of glucuronidation reactions.
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in lower animal species commonly employed in preclinical pharmacokinetic or
metabolism studies, such as the mouse, rat, rabbit, dog, or guinea pig. The dis-
covery of quaternary glucuronides in lower animal species, such as with the
anticonvulsant lamotrigine in the guinea pig, are becoming more prevalent
and the formation of these metabolites should no longer be excluded in
smaller animals [74]. The carbon-linked glucuronides are quite rare and have
been associated with 1,3-dicarbonyl compounds that contain highly electron-
rich (highly acidic) carbons. Phenylbutazone and sulfinpyrazone are two com-
monly cited examples of carbon-linked glucuronides [75,76].

Ester or acyl glucuronides are potentially reactive metabolites that have
been shown to react in several different ways under physiological conditions [77].
The first reaction common to acyl glucuronides is their susceptibility to hydrol-
ysis in vivo, resulting in reformation of the aglycone. This hydrolysis, either by
chemical or enzymatic means ((3-glucuronidase), can lead to confusion on the
total extent of glucuronidation as the aglycone goes through several rounds of

Figure 20 Structure of uridine 5’-diphospho-D-glucuronic acid (UDPGA)
indicating the site of attachment to the aglycone (C1) and a generalized glu-
curonidation reaction.
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Table 5 Sites of Glucuronidation
Compound Functional groups Examples
O-Glucuronides

Alcohols Chloramphenicol
Phenols p-Hydroxy phenytoin
Carboxylic acids Valproic acid
Enols 4-Hydroxy coumarin
N-Hydroxylamines (amides) N-Hydroxyacetylaminofluorene

N-Glucuronides
Aromatic amines Aniline
Tertiary amines Lamotrigine
Sulfonamides Sulfisoxazole
Amides/carbamates Meprobamate

S-Glucuronides
Aromatic thiols Methimazole
Aliphatic thiols 2-Mercaptobenzothiazole

C-Glucuronides
1,3-Dicarbonyls Sulfinpyrazone

conjugation and deconjugation [78]. In addition, deconjugation (reformation
of the aglycone) can elicit a pharmacological response. Acyl glucuronides can
also undergo intra- and intermolecular rearrangements through acyl migration
(RXN-1) or transesterification (RXN-2), respectively (Fig. 22). Acyl glu-
curonides undergo an intramolecular rearrangement by migration of the agly-
cone from the C1 position to the C2 hydroxyl group and further to the C3
and C4 positions. These reactions are reversible except for the reformation of
the original C1 acyl glucuronide [79]. The rearrangement products have the
same molecular weight as the original glucuronide, but differ in their chemi-
cophysical properties of cleavage by chemical or enzymatic treatment. The
transesterification of acyl glucuronides occurs when macromolecules covalent-
ly bind to the aglycone, releasing the glucuronic acid moiety and forming a drug-
protein adduct (hapten). These drug-protein adducts have been associated with
various forms of toxicity and can take much longer to be cleared from the body,
as the protein must be turned over to ultimately eliminate the drug [80,81].

A minor conjugation pathway that also involves a sugar molecule is glu-
cosidation, where a glucose molecule is transferred to the parent drug or metabo-
lite [82]. As with glucuronidation, glucosidation is an enzyme-mediated reaction
involving nucleophilic attack of the aglycone on the C1 carbon of UDP-α-D-glu-
cose. Functional groups that have been associated with this form of conjugation
include aromatic amines, carboxylic acids, alcohols, and thiols [82]. Glucosidation,
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once thought to be exclusive to plants and insects, has also been shown to
occur in mammals. Several xenobiotics undergo this form of conjugation,
such as phenobarbital, amobarbital, sulfamethazine, and sulfamethoxozole,
albeit generally as a minor pathway [83-87]. Figure 23 illustrates the (β-D-glu-
coside of phenobarbital that has been found in human urine.

2.  Sulfation

Sulfation is another common form of conjugation predominately found with
phenolic compounds; however, sulfate esters can also be formed with alcohols,
aryl-amines, and N-hydroxy compounds. Sulfation involves the transfer of SO

3
-

from 3’-phosphoadenosine-5’-phosphosulfate (PAPS) to one of the above-men-
tioned functional groups by an enzyme-catalyzed reaction involving the cytosolic
enzymes (sulfotransferases), as illustrated in Fig. 24 [11]. It is common to find phe-
nolic compounds that are metabolized by both sulfation and glucuronidation, as
they are often competing pathways. However, sulfation has a significant limitation

Figure 21 Examples of unusual glucuronidation reactions: lamotrigine (qua-
ternary ammonium glucuronide) and sulfinpyrazone (carbon-linked glu-
curonide).
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in the total extent of conjugation that can occur with any xenobiotic, that being
the amount of cofactor, PAPS, available for the reaction, whereas glucuronida-
tion has a much larger pool of UDPGA. Therefore, sulfation is considered a sat-
urable form of conjugation and can lead to decreased clearance of some com-
pounds given in high doses where sulfation is the major pathway for elimination.
In comparison to the glucuronide conjugates, sulfate esters can be cleaved in
vivo by sulfatases (either from the host or microorganisms) and some sulfate

Figure 22 Acyl glucuronide rearrangements: acyl migration (RXN-1) and
transesterification (RXN-2).

Figure 23 Glucosidation: (β-D-glucoside of phenobarbital.
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esters can lead to the formation of reactive intermediates that cause toxicity
[67,78]. For example, safrole, the major constituent in sassafras, undergoes
hydroxylation followed by sulfation (Fig. 25). The sulfate (SO

4
-), being a good

leaving group, can be eliminated by rearrangement of the terminal double
bond of safrole, leading to the generation of a highly electrophilic carbonium
ion [88]. Sulfate conjugates have been associated with the formation of both
carbonium and nitrenium ions that, by their electrophilic nature, bind to DNA
and can be tumorigenic [89].

Figure 25 Illustration of reactive metabolite formation (carbonium ion)
through the oxidation, sulfation, and rearrangement of safrole.

Figure 24 Structure of 3’-phosphoadenosine-5’-phosphosulfate (PAPS) and
a generalized reaction of sulfation.
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3.  Glutathione Conjugation

Glutathione conjugation is a significant pathway of biotransformation, espe-
cially for xenobiotics that inherently or through metabolism have the ability to
be reactive [90-92]. Glutathione conjugation is often referred to as a detoxifi-
cation pathway because it masks reactive electrophiles that could bind to other
nucleophilic centers, such as those found on proteins and nucleic acids.
Glutathione is a tripeptide (γ-glutamylcysteinylglycine) (Fig. 26) found in high
concentrations (10 mM) in the liver [11]. This form of conjugation is cat-
alyzed by a family of glutathione S-transferases found predominately in the
cytosolic fraction of liver cells; however, there are some minor forms found
in microsomal preparations. Glutathione conjugation is a reaction between
the nucleophilic sulfur atom of cysteine (found in glutathione) and an elec-
trophilic site on the xenobiotic, thereby forming a thiol ester (glutathione con-
jugate). Depending on the electrophilicity of the reactive xenobiotic, glu-
tathione conjugation can be nonenzymatic; therefore strong electrophiles can
form thiol esters with glutathione in the absence of glutathione S-transferase.
Conjugation can occur with parent drug or a reactive metabolite generally by
one of two mechanisms: (1) direct addition of glutathione at an electrophilic
center or (2) addition of glutathione by displacement of an electrophilic
group.

Once formed, glutathione conjugates have two routes of elimination: bile
or urine. Glutathione conjugates eliminated in bile ultimately will be found in

Figure 26 Representation of a glutathione conjugation reaction and forma-
tion of mercapturic acid.
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the feces, predominately as intact glutathione conjugates [90]. Conjugates that
are eliminated via urine are further metabolized in the kidney to mercapturic
acids. As glutathione conjugates enter the kidney, they are metabolized by
amino acid cleavage enzymes that sequentially remove the glutamic acid and
glycine amino acids, resulting in a cysteine conjugate (Fig. 26). The cysteine
conjugate is then N-acetylated to form the mercapturic acid, which is then
eliminated in urine.

As mentioned previously, glutathione conjugation takes place with highly
electrophilic substrates and occurs by either direct addition or displacement.
Figures 27 and 28 illustrate typical examples of electrophilic substrates known
to form glutathione conjugates. These substrates often contain halogens (or
other good leaving groups);α,β-unsaturated double bonds with suitable electron
withdrawing groups, such as ketones; and aromatic or aliphatic epoxides (often
formed during metabolism). Figure 27 typifies how an aromatic compound
(2,4-dinitro-l-chlorobenzene) and an aliphatic compound (l,l-dichloro-2,2,2-

Figure 27 Glutathione conjugation reactions of halogenated compounds,
2,4-ditro-l-chlorobenzene and l,l-dichloro-2,2,2-trifluoroethane.
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Figure 28 Glutathione conjugation reactions of aromatic and α, β-unsatu-
rated carbonyl compounds, benzo[a]pyrene oxide, and ethacrynic acid, respec-
tively.
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trifluoroethane, a hepatotoxic anesthetic and CFC refrigerant replacement)
form glutathione conjugates through displacement of a halogen [93,94].
Figure 28 shows how the polyaromatic hydrocarbon benzo[a]pyrene is metab-
olized to an epoxide that can be conjugated with glutathione [95]. The exam-
ple of ethacrynic acid (α,β-unsaturated ketone) initially forms a glutathione
conjugate in the liver that undergoes further metabolism in the kidney and is
excreted as the mercapturic acid [96,97].

4.  Methylation

Methylation is a less prevalent form of conjugation commonly found with
endogenous substrates and less frequently with exogenous (drug) substrates.
Methylation involves the transfer of a methyl group from S-adenosylmethio-
nine (SAM) by nucleophilic attack of an electron-rich heteroatom, such as
nitrogen, oxygen, or sulfur, through an enzyme-mediated reaction involving
both microsomal and cytosolic methyl transferases (Fig. 29) [98-101]. Phenols
and catechols are the most common substrates for methylation reactions.
Both endogenous catecholamine neurotransmitters and xenobiotics, such as
the catechol metabolite of phenytoin, undergo O-methylation reactions [102].
Clearly, the addition of a methyl group to any of these heteroatoms results in
a metabolite that is more hydrophobic and difficult to eliminate, which is in
contrast to the above-described Phase I or Phase II reactions. A noticeable
exception to the formation of less polar methylated metabolites is the forma-
tion of quaternary nitrogens, as in the case of nicotine, that forms a more
polar, readily excreted quaternary metabolite (Fig. 29) [103,104].

5.  Acetylation

Acetylation reactions are most commonly found with nitrogen-containing
substrates, such as aromatic and aliphatic amines, hydrazines, sulfonamides,
and amino acids (cysteine); however, O-acetylated metabolites have been
detected as well [105,106]. Acetylation reactions are catalyzed by cytosolic
enzymes termed acetyltransferases and employ the cofactor acetyl-CoA. A
generalized reaction involving aniline and acetyl-CoA is shown in Fig. 30
[107]. The antiturbercular agent isoniazid undergoes extensive acetylation as
do the antibacterial sulfonamide agents, such as sulfadiazine [108]. Although
acetylation is known as a detoxification/elimination pathway, this reaction
does little to increase the solubility of a metabolite and has been associated
with the formation of reactive nitrenium ions that can covalently bind to
macromolecules (proteins and nucleic acids), as depicted in Fig. 31 [109-111].

6.  Amino Acid Conjugation—Amide Synthesis

The final conjugation reaction to be described is a minor pathway in both the
numbers of compounds that undergo this form of biotransformation and in the
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Figure 29 Structure of S-adenosylmethionine (SAM) and S-adenosylhomo-
cysteine (SAH). A generalized methylation reaction and the methylation of
phenytoin catechol and nicotine.
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amount of metabolite that is formed. Amino acid conjugation is a reaction involv-
ing drugs or metabolites containing a carboxylic acid and the amino group of
amino acids. The reaction involves a series of enzymes (cytosolic and mitochon-
drial) and cofactors (ATP and acetyl-CoA) that activate the carboxylic acid group
and result in the formation of an amide bond. Figure 32 is a simplified represen-
tation of this reaction between glycine and benzoic acid [112]. The most common
amino acids involved in this type of conjugation include glycine, glutamine, taurine

Figure 30 General reaction scheme for N-acetylation and structure of acetyl
CoA. The acetylation of isoniazid and sulfadiazine.
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Figure 32 Generalized amino acid conjugation reaction using benzoic acid as
substrate. The amino acid conjugation of 2,4-dichlorphenoazcetic acid (2,4-
D) and lovastatin with glycine and taurine, respectively.

Figure 31 Illustration of reactive metabolite formation (nitrenium ion) by
rearrangement of an N-acetylated derivative (formed by either initial N-
hydroxylation or direct N-acetylation) that has the ability to covalently bind to
endogenous macromolecules such as proteins and nucleic acids.
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(an essential nutrient, not an amino acid), and, more specific to the rat, serine
and aspartate [113]. Figure 32 also illustrates the conjugation of the herbicide
2,4-dichlorophenoacetic acid (2,4-D) and the cholesterol-lowering agent
lovastatin with glycine and taurine, respectively [114,115]. As seen with these
examples, most substrates for amino acid conjugation involve simple aromat-
ic carbox-ylic acids. An alternate substrate for amino acid conjugation
involves hydroxyl amines and is mediated by cytosolic aminoacyl tRNA syn-
thetases. This reaction utilizes predominately serine and proline and typically
forms bioreactive electro-philic nitrenium ions, similar to those seen with
acetylated metabolites. Fortunately, this is not a very prevalent form of bio-
transformation (conjugation).

IV.  DRUG DISCOVERY AND DRUG METABOLISM

With the generation of samples from both in vitro and in vivo models, the
mass spectrometrist must play a dual role in regard to drug metabolism. The
first role would be to use all of the preceding information on possible routes
of metabolism and identify or characterize metabolite structures. The second
role requires the mass spectrometrist to be a bioanalyst and quantitate either
parent drug or metabolites from biological samples. One task requires the
mass spectrometer to be used as a qualitative instrument (metabolite identifi-
cation) and the other requires the device to be used as a quantitative instru-
ment. Both of these functions are presented in the following description of
drug metabolism-related experiments employed in drug development and
drug discovery. The following drug metabolism studies are discussed in rela-
tion to their significance and the role that mass spectrometry plays in each:
cross-species comparisons of drug metabolism and in vivo metabolic profil-
ing, reaction phenotyping, and enzyme inhibition/induction.

A.  Metabolite Identification

Metabolite identification is employed routinely in the area of drug metabolism
and the mass spectrometer is the primary instrument utilized in this task.
When comparing the metabolic profile, either from in vitro or in vivo biological
samples, it is important to identify how each species metabolizes a particular drug.
Of prominent importance is the comparison of metabolites formed in the ani-
mal species employed in toxicological studies. Similar exposure of parent drug
and metabolites across these animals, in relation to the exposure seen in humans,
is the foundation for current toxicological testing in the pharmaceutical industry.
The greatest utility to metabolite identification from in vitro preparations is the
ability to characterize the metabolites that will ultimately be formed and identified
in human clinical studies. Until the widespread use of human liver tissue over
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the past decade, the identification of human metabolites and the comparison
to metabolites from animal species could not be determined until clinical
development of the compound. Therefore, the human metabolism of a com-
pound can now be determined in drug discovery.

The data resulting from a typical procedure for tentatively identifying
the metabolites of a discovery-phase drug candidate are described below and
in Figs. 33–36. Although these data were collected on an electrospray LC/MS
ion trap and display the signal-to-noise advantages of that instrument, the
processes described here are generic and independent of the platform used. In
more traditional metabolite structure elucidation work for drug development, the
use of a radiola-beled compound and a radiometric flow detector can be valuable
in quickly locating major metabolite peak retention times in a chromatographic
run. Unfortunately, radiolabeled drug is typically not available in early discovery,
therefore metabolite peak detection is occasionally done with a spectrophoto-
metric LC detector (UV or fluorescence). For compounds with inadequate chro-
mophores, such as the example presented below, locating metabolite peaks is per-
formed by visual inspection or through the use of specialized software tools.
Because the ionization efficiency of different functional moieties varies greatly, it
is difficult to accurately estimate the relative proportions of metabolites from
mass spectral response and this type of information is not usually provided.

After a drug candidate is incubated in the presence of hepatocytes,
micro-somes, or other liver fractions, samples are taken at various incubation
times and compared to a preincubation sample (blank). Typically an aliquot of
acetonitrile is added to this sample to quench enzyme activity and to assist in
the removal of proteins prior to chromatographic injection. Figure 33A
shows a time-zero, total-ion chromatogram for a drug incubated in rat liver
microsomes. A positive-ion, extracted-ion chromatogram of the parent drug (m/z
303; Fig. 33B) isolates the signal for this compound. A gradient liquid chromatog-
raphy separation helps separate the parent drug from the various metabolites. The
gradient employed for this separation is described in the figure caption. Selected
ion chromatograms are then constructed for suspected metabolites. In this exam-
ple, chromatograms for ring hydroxides (m/z 319; Fig. 33C) and desmethyl com-
pounds (m/z 289; Fig. 33D) were examined and found to contain no peaks, veri-
fying that these metabolites are not present in the preincubation sample. Because
this sample was obtained from microsomes, Phase II metabolites did not form and
their corresponding selected-ion chromatograms were not considered.

Metabolites to be identified are present in the incubated sample. In this
example, Fig. 34 represents a microsomal incubation aliquot taken at 40 min.
The total ion chromatogram (Fig. 34A) is somewhat difficult to interpret because
of the low intensities of metabolites relative to background. Therefore, selected
ion chromatograms are constructed based on a general understanding of metab-
olism principles described earlier and through use of specialized software capable
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Figure 33 Chromatograms representing a time-zero incubation sample from rat liver microsomes. P represents unchanged
parent drug with molecular weight 302 Da. (A) Total ion chromatogram from 100 to 900 Da showing P. (B) Selected ion
chromatogram at 303 Da, showing M + 1 peak for P. (C) Selected ion chromatogram at 319 Da. (D) Selected ion chro-
matogram at 289 Da. Gradient conditions: 5 min at 10% acetonitrile: 90% 25 mM ammonium acetate (pH 4.0), linear gra-
dient over 20 min to 90% acetonitrile. Row rate-1.0 ml/min on a 150 X 416-mm Phenomenex Polaris C18 column.
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Figure 34 Chromatograms representing a 40-min incubation sample from rat liver microsomes. M1 and M2 represent
metabolites of molecular weight 318 Da. M3 and M4 represent metabolites of molecular weight 288 Da. (A) Total ion chro-
matogram from 100 to 900 Da, showing P, M1, M3, and M4. (B) Selected ion chromatogram at 303 Da, showing M + 1
peak for P. (C) Selected ion chromatogram at 319 Da showing M1 and M2 peaks. (D) Selected ion chromatogram at 289
Da, showing M3 and M4 peaks.
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Figure 35 Electrospray ionization mass spectra extracted from total ion chromatograms for (A) P, (B) M1, (C) M2, (D) M3,
and (E) M4.
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Figure 36 (A) Reconstructed product ion chromatogram for MLZ 319. Product ion spectra for (B) M1 at retention time
14.20 min and (C) M2 at 14.70 min.Copyright © 2002 Marcel Dekker, Inc.
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of assisting in the location of metabolite peaks. From these selected ion con-
structs, two hydroxylated metabolites (Mt and M

2
, M + 1 + 16; Fig. 34C) and

two desmethyl metabolites (M
3
and M

4
M + 1 – 16; Fig. 2D) were detected. A

comparison of these selected-ion chromatograms with time-zero incubation
chromatograms strongly suggests that these are real metabolites, as peaks with
these retention times were not present in the time-zero sample. Selected ion
chromatograms for other possible metabolites, such as ketone formation (M +
1 + 14), were devoid of peaks, suggesting the absence of these components.
The mass spectra (Figs. 35A–35E), extracted from the apex of each peak and
corrected by background subtraction, are secondary indicators of peak identi-
ty. There is significant noise in these spectra, even after background correction,
but for each component, the M + 1 ion is abundant and readily apparent.

As a confirmation to the identities of the proposed metabolites, addi-
tional mass spectrometry experiments can be conducted. The results of one
such tandem mass spectrometry experiment, for two hydroxylated metabo-
lites, are shown in Figs. 36A–36C. The chromatographic conditions for the
separation were modified slightly, so that chromatographic retention was
slightly shorter than that shown in Fig. 34C. This is evident in Fig. 36A, which
shows a total ion chromatogram constructed from the products of m/z 319
(M + 1 for the hydroxides). In this chromatogram only, ions derived from the
fragmentation of the m/z 319 components contribute to the response. For
the two detected components (M

1
and M

2
), the fragmentation patterns dis-

played in the product ion spectra (Figs. 36B and 36C) are quite different. The
two product ions observed in the spectrum for Mt correspond to the loss of
CO from the molecule (m/z 291) and a fragment of the ring system (m/z
208). For the other metabolite, M

2
, although m/z 208 is observed, it is minor

in comparison to the loss of water from the molecule (m/z 301). It has been
postulated that this loss of water is facilitated by the proximity of the ring -
OH to the aliphatic hydrogen of an adjacent ring. The loss of this hydrogen
and the extension of conjugated bonds from the aromatic ring to the aliphat-
ic ring makes the positioning of the -OH group specific to this position on the
aromatic ring. This ability to identify the regiospecificity (for example, the posi-
tioning of an -OH on an aromatic ring) of a metabolic process is dependent
on the ability to obtain revealing tandem mass spectrometric fragmentation
patterns. In the example described above, the differences in fragmentation
strongly supports the assignment of specific regions for metabolic changes to
the molecule. For other situations, the fragmentation information may not be
as informative and the structural elucidation effort would also require nuclear
magnetic resonance spectrometry to conclusively assign isomer structures.

B.  Reaction Phenotyping

Reaction phenotyping is the determination of the enzymes involved in the bio-
transformation of a xenobiotic. In the pharmaceutical industry, that implies pre-
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dominately the oxidative enzymes, cytochromes P450. Reaction phenotyping
can elucidate potential drug interactions by: knowing the number of enzymes
involved in the metabolism of a compound, knowing what coadministered
compound can effect the metabolic elimination of a compound, and know-
ing if the drug is metabolized by an enzyme that is polymorphically distrib-
uted throughout the population. When a compound is metabolized by a sin-
gle pathway, any effect (inhibition or induction) of that pathway will have a
significant effect on the metabolic elimination of the compound. For exam-
ple, the metabolic elimination of a compound only metabolized by CYP3A4
will be greatly diminished by co-administration of the CYP3A4 inhibitor,
ketoconazole. Where as, if the same compound were equally metabolized by
CYP3A4, CYP2C9, and CYP1A2, the effect on metabolic elimination by
ketoconazole would be less. Similarly, coadministration of inhibitors or sub-
strates that are metabolized by the same CYP enzyme can have an effect on
the elimination of the compound. For example, a compound that is predom-
inantly metabolized by CYP2C19 when coadministered with S-mephenytoin
(another CYP2C19 substrate) can create an interaction between the two com-
pounds. The most characterized example of polymorphic drug metabolism is
CYP2D6, an enzyme which is not present (deficient) in 5–10% of the
Caucasian population [116]. Other polymorphic CYP enzymes include
CYP2C9 and CYP2C19 [117]. The lack of any of these enzymes in patients
results in a dramatic reduction in the clearance of a drug that requires these
enzymes for elimination. For example, a drug metabolized only by CYP2D6
will have significant consequences in poor metabolizers of CYP2D6; howev-
er, a compound that is metabolized by CYP2D6 and CYP3A4 will be of less
significance in poor metabolizers. In the course of reaction phenotyping,
mass spectrometry can be used to characterize the metabolites formed, there-
by assigning which enzyme(s) is involved in each metabolic step. Therefore,
the researcher can predict which metabolites and routes of metabolism will be
affected by various inducers, inhibitors, and polymorphic phenotypes.

C.  Quantitation of Parent Drug or Metabolites

Many instances of parent drug quantitation are illustrated throughout this
book. In some cases, the quantitation of metabolites is also warranted.
Quantitation of metabolite is necessary when the metabolite is either toxic or
pharmacologically active or when the concentrations of metabolite reach or
exceed the parent drug concentration in plasma. The latter case can be impor-
tant because “total drug exposure” is more an exposure to metabolite than
parent drug and most safety and efficacy parameters are in relation to plasma
exposure.

A concern in the development of an NCE from discovery pro-
grams is the potential to inhibit or induce the enzyme activity of major
cytochrome P450 enzymes found in the human liver. Changes, either
increases or decreases, in the enzyme activity of drug-metabolizing
enzymes can have a dramatic effect on the metabolism
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and disposition of coadministered drugs. The biochemical assays that meas-
ure increases or decreases in enzyme activity have already been well charac-
terized (previously by LC/UV or fluorescence detection). The utility of mass
spectrometry in this case is to more efficiently analyze large numbers of sam-
ples in a relatively short period of time. For example, the typical CYP3A4
assay that measures the formation of 6β-hydroxy testosterone from testos-
terone would take approximately 1 week using LC/UV instrumentation; how-
ever, with LC/MS, this same assay can be completed in a single overnight run.
In addition, the lower limit of quantitation will be improved with the sensi-
tivity and selectivity of the mass spectrometer compared to the UV detector.
The reduced time needed to generate this type of data is essential in any drug
discovery program where speed of analysis is vital.

V.  SUMMARY

The speed at which we collect data (information), interpret data, and reach
decisions will ultimately determine how successful each drug discovery pro-
gram will be in moving compounds with good drug profiles (ADME, safety,
and efficacy) forward to development. In order to remain competitive and
successful, each drug metabolism organization must continue to improve
their current practices and methodologies in the area of metabolism: for
example, higher throughput assays that are more predicable; data-handling
software and databases that input, export, and analyze data more efficiently;
as well as more predictive software tools that require minimal to no actual lab-
oratory work to make predictions of human ADME properties, i.e., in silico.

The flexibility of liquid-handling systems and robotic workstations
today allow for their increased utilization in the area of routine in vitro incu-
bations and sample preparations. In addition, the employment of multiwell
plates to perform incubations and multiwell plate readers (UV, fluorescence,
and radiometric) has increased the capacity to study multiple compounds
simultaneously. Some of the early assays converted to higher throughput
screening using robotics were the metabolic stability and drug inhibition
analysis of discovery compounds [118,119]. Obviously the data generated
from these higher throughput systems becomes overwhelming to the individ-
ual researcher and requires the use of data-handling systems and software.
More versatile and simpler means of placing data into databases and in the
export and analysis of data become a critical factor in all high-throughput sys-
tems. Other types of databases used in the ADME area are knowledge-based
or predictive databases that contain large numbers of metabolic reactions
from the literature or a set of metabolism rules that predict metabolic reac-
tions, respectively [120]. These types of databases are useful learning tools for
uncommon types of metabolic reactions; however, they do not as yet have the
ability to accurately predict a priori the metabolic fate of an unknown NCE
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with a high-enough degree of certainty. Examples of such knowledge data-
bases include MetabolExpert from ComGenex, Meteor from Lhasa, and
Metabolite from MDL Information Systems. Additional software advances
have occurred in the area of metabolite identification by mass spectrometry.
In standard drug development, a great deal of time and effort is placed on the
examination of mass spectra by metabolite identification experts to charac-
terize different forms or sites of biotransformation. The time needed for an
individual researcher to diligently pore over this information is not within the
time frame in which discovery information needs to be generated. Therefore,
mass spectrometry investigators and manufacturers of mass spectrometers
have developed software systems, such as Metabolynx from Micromass, to
rapidly identify drug metabolites [121,122]. Again, these software packages are
useful for straightforward metabolic reactions but are, however, not sophisti-
cated enough to identify all metabolites. Their application in discovery is war-
ranted due to the need to profile metabolites in a rapid fashion; however, they
should not be employed when more detailed analysis of metabolic profiles are
necessary, such as in drug development.

An entirely different type of software advance is in the area of model-
ing drug metabolizing enzymes to predict whether a discovery compound will
be a substrate for a particular enzyme; for example, the polymorphic enzyme
CYP2D6 [123,124]. In addition, software companies, such as Camitro Corp
(see Chap 1), are developing software to predict the site(s) and rates of oxida-
tive metabolism by modeling the major cytochrome P450 enzymes. Both of
these innovative approaches allow thousands of compounds to be screened
in a virtual environment with minimal use of laboratory experiments to make
decisions.

All of these current and future advances in instrumentation and predic-
tive software, when applied appropriately, will result in screening larger num-
bers of compounds, making discovery decisions more rapidly, developing bet-
ter compounds, and delivering a safer and more efficacious drug product to
the patient.
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I.  INTRODUCTION

Atoms that have the same atomic number (Z) but different atomic mass num-
bers (A) are termed isotopes [1]. Isotopes are classified into atoms that are
unstable and decay by emission of radiation to stable products (radioisotopes)
and those that have never been observed to decay (stable isotopes). Most of
the elements associated with organic compounds possess naturally occurring
stable isotopic variants. Stable isotopes frequently encountered in the course
of pharmacokinetic and drug-metabolism studies and their natural abun-
dances, relative to the most abundant mass, are listed in Table 1 [2,3].

All organic molecules present in nature or synthesized by standard methods
(using reagents derived from natural sources) are inevitably composed of stable-
isotope variants, due to the natural presence of isotopes of constituent atoms.
These molecular isotopic variants have one or more constituent isotopic atoms
present in the molecule to the extent of their natural abundance. Reagents enriched
in the content of a heavier isotope variant (more than 99% atom percentage)
are also available for artificial/intentional labeling of a molecule. Generally,
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Table 1 Relative Abundances of Some of the Commonly Used Stable Isotopes
Most abundant Relative natural

Element mass (100%) Stable isotope abundance (%)
Hydrogen 1H 2H 0.016
Carbon 12C 13C 1.11
Nitrogen 14N 15N 0.38
Oxygen 16O 17O 0.04

18O 0.20
Sulfer 32S 33S 0.78

34S 4.40
Chlorine 35Cl 37Cl 32.5
Bromine 79Br 81Br 98.0
Silicon 28Si 29Si 5.10

30Si 3.4

the enhancement in molecular weight due to the presence of stable isotopes
does not significantly alter the physicochemical properties, and in most cases,
these compounds behave similarly to their unlabeled counterparts. More
importantly, stable labeled compounds and their unlabeled analogs cannot be
distinguished by common detection systems, like UV, fluorescence, or col-
orimetry [4,5]. Historically, it was the absence of isotope-specific detection
methods that hindered the utility of stable-labeled compounds in pharma-
ceutical research [5–7]. Stable-isotope-labeled compounds were therefore
deemed “silent tracers,” in contrast to radiolabeled compounds that could be
easily detected and traced due to the emission of radioactivity [5]. Advances in
chromatography and mass spectrometry, more specifically high-performance liq-
uid chromatography (HPLC) coupled to selected ion monitoring or multiple reac-
tion monitoring, have been instrumental in the increased utility of stable-labeled
compounds in several elegant studies involving pharmacokinetics and drug
metabolism [4–13]. In addition, the pronounced influence from the areas of
metabolism and pharmacokinetics in the drug discovery process have allowed
these researches to incorporate techniques once exclusive to drug development to
this new fast-paced arena.

Stable isotopes occurring naturally in a molecule are detected by presence of
satellite peaks in a mass spectrum. These satellite peaks appear at m/z values high-
er than that calculated from standard tables for parent or fragment ions constitut-
ed of the naturally more abundant mass. The shift in m/z values and intensity of
peaks depend on the number and natural abundance of isotopic variants in the
molecule and are fixed within limits of experimental error [2,3]. When stable-
labeled compounds are synthesized, the mass spectra of the parent or fragment
ion show peaks shifted to m/z values equal to (M + x) depending on the nature
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and number of stable labels introduced (M + 1 or M + 2 if one or two deu-
terium atoms are introduced, respectively). The relative ion intensity with
respect to the unlabeled counterpart is dependent on the %atom incorpora-
tion of the stable label, after correction for contribution of the naturally more
abundant mass to the (M + x) channel [14]. Thus, mass spectrometry allows
both qualitative and quantitative determination of the presence of stable-
labeled compounds.

Nuclear magnetic resonance spectroscopy (NMR) is an alternate
method for detection of stable isotopes [4,5,15]. Both 13C and 15N have a
nuclear spin of 1/2 and possess magnetic moments. Thus, magnetic reso-
nances characteristic of the environment of these atoms can be generated and
recorded. Although 15N NMR yield signals with poor signal-to-noise ratios, 13C
NMR with proton decoupling yields sharp peaks whose chemical shift values
depend on the environment of the carbon atoms. In contrast, 2H has no mag-
netic moment and is NMR silent. However, indirect methods involving com-
parison of NMR spectra of the labeled and unlabeled analogs can be utilized
for determination of the presence/location of 2H in a molecule. Thus, NMR
allows determination of both the initial location of the stable label and
change in chemical shift indicative of metabolism at the labeled site. Although
NMR techniques are less useful for quantitative purposes, they are comple-
mentary to mass spectrometry in that they allow unequivocal determination
of the position of the stable label in a molecule, which may not always be pos-
sible by mass spectrometry [5–7,15–17].

With this brief background on stable isotopes and the principles behind
their detection, this chapter attempts to provide a window to some unique
applications of stable isotopes in pharmacokinetic and drug metabolism stud-
ies. These and additional applications have been subjects of some excellent
reviews that provide more elaborate discussions of the use of stable isotopes
in research [4–13,18]. The emphasis, for obvious reasons, is placed on appli-
cations that utilize mass spectrometry as the analytical method. The applica-
tions are given below, followed by a brief discussion of each application and
considerations involved therein.

II.  APPLICATIONS OF STABLE-LABELED COMPOUNDS

A.  Internal Standards for Quantitative Analysis

As discussed in Chapters 5 and 6, stable isotopes find a wide application in quanti-
tative mass spectral assays using direct stable-isotope dilution methods (wherein sta-
ble-labeled compounds are quantitated using the unlabeled analog as the internal
standard) or reverse stable-isotope dilution procedures (wherein unlabeled com-
pounds are quantitated using the stable-labeled analog as the internal standard).
Whereas labeled and unlabeled species are presumed to have identical physico-
chemical properties, they progress through the sample work-up, chromatography,
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and inonization steps in an identical manner. Their differential determination
occurs only in the ultimate step of the assay and is based on the unique abil-
ity of the mass spectrometer to provide an added dimension of separation,
whereby the labeled and unlabeled species are separated and subsequently
detected due to differences in their mass-to-charge values. Thus, this method-
ology maximizes the inherent selectivity/specificity and sensitivity that char-
acterize mass spectrometry [5,19]. In a typical assay based on reverse isotope
dilution, a standard curve (ratio of ion intensities of analyte to internal stan-
dard vs. concentration of analyte) is generated using differing concentrations
of analyte while keeping the concentration of the internal standard constant.
This is followed by determination of the ratio of ion intensities of analyte to
stable-labeled internal standard in the test sample. Finally, the concentration
of analyte in a test sample is obtained by interpolation of ratio of ion inten-
sities to the concentration axis.

There are several considerations in the use of stable-labeled compounds
for quantitative purposes when using mass spectrometry as part of the assay
methodology [4,5,10,19]. The stable label must be incorporated in a chemi-
cally and/or metabolically stable position and should be retained in the ions
selected for monitoring. In this regard, the preferred isotopes are those of
carbon, nitrogen, and oxygen because deuterium is notorious for undergoing
both nonenzymatic and enzymatic exchange reactions that result in loss of
the label. Thus, the propensity for loss of deuterium label must be evaluated
during assay development. Ultimately, deuterium labeling is often easier to
incorporate into molecules and this is a distinct advantage for the shorter time
frames encountered in drug discovery. Further, the stable-labeled analog must
preferably differ in molecular weight by 2–5 Da so that its measured ion inten-
sity is devoid of any significant satellite contributions from the natural iso-
topic abundance of its unlabeled counterpart. This is critical, especially in case
of compounds containing chlorine, bromine, and sulfur, whose isotopes are
present in high natural abundance. However, introduction of larger numbers
of stable labels, especially deuterium, may result in significant differences in physic-
ochemical properties. These differences in physicochemical properties can result in
fractionation of the labeled and unlabeled compounds during sample work-up or
chromatography [5]. It is not uncommon to find small but significant differences
in retention times between peaks of unlabeled and labeled compounds while using
high-resolution columns that are available at present. Likewise, to enhance the
lower limit of quantitation, the internal standard labeling procedure should yield an
analog with high isotopic purity (99% or more) so that the contribution of any
unlabeled impurity to the analyte ion channel is minimal.

Within the framework of the above considerations (which apply to
other applications of stable isotopes as well) stable-labeled internal standards,
arguably “ideal” internal standards [5,19,20], have been used for routine
determinations of several compounds and metabolites [21–31].
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B.  Determination of Absolute and Relative Bioavailability

The conventional method for bioavailability determination involves adminis-
tration of a reference dose (by iv administration for obtaining absolute
bioavailability and by any other route/dosage form for relative bioavailability
determinations) and the test dose/dosage form, in a randomized crossover
design, with a suitable washout period between the treatments. This is followed
by determination and comparison of relevant pharmacokinetic parameters (gen-
erally, dose-normalized AUC or fraction excreted unchanged) of the test versus
reference dose/dosage form for calculation of absolute or relative bioavailability.
The underlying assumption in this study design is that pharmacokinetic parame-
ters of drug, in the same subject, are identical on different dosing occasions.
However, this may not always be true, especially in case of drugs that have high
hepatic extraction ratios and consequently exhibit high first-pass metabolism
[32–34]. Stable-labeled analogs offer an elegant solution to this problem [5,35].
One of two doses/dosage forms that is part of the bioavailability study is pre-
pared using a stable-labeled analog. Because mass spectrometry can easily distin-
guish between the two forms, the two doses/dosage forms can be administered
simultaneously, biological samples withdrawn and analyzed, and concentrations of
labeled and unlabeled compounds determined in a single analytical run.

Important considerations in the use of stable-labeled compounds for
bioavailability studies, in addition to those mentioned in the preceding section
for use as internal standards, are that pharmacokinetic parameters of the unla-
beled and labeled forms are identical and that administration of two doses at
the same time does not result in nonlinear kinetics (via saturation of elimina-
tion or excretion pathways) [4–6,12]. The first issue may be addressed by dos-
ing a mixture of unlabeled and labeled compounds of known composition
and confirming that the ratio of ion intensities of peaks related to labeled and
unlabeled drug is maintained in all samples obtained in course of the experiment.
Possible nonlinear pharmacokinetics can be investigated in a pilot study to
determine pharmacokinetic parameters at the expected higher doses. Thus, use
of stable-labeled drugs for bioavailability determinations (1) obviates the con-
sideration of changing pharmacokinetic parameters that accompany a conven-
tional bioavailability experiment, (2) reduces the time required for the study, (3)
reduces the number of samples withdrawn and analyzed, and (4) increases the
statistical power of the experiment and allows detection of smaller differences
in bioavailability. Some examples of studies that have utilized this approach for
determination of absolute and relative bioavailability are listed [35–50].

C.  Determination of Steady-State
Pharmacokinetic Parameters

The determination of differences in pharmacokinetics between single-dose and
multiple-dosage regimens is essential for optimizing the therapy of drugs intended
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for prolonged use. The characterization of autoinduction or autoinhibition
phenomena, if present, is important for making suitable dose adjustments for
maintenance of requisite plasma levels or reducing adverse effects, respec-
tively. Stable isotope techniques can be used to determine the pharmacoki-
netics at steady state via a pulse dose that incorporates stable-labeled drug.
This pulse dose may be administered in lieu of the normal dose or given intra-
venously. Mass spectrometry allows concentrations of unlabeled and stable-
labeled drug to be determined in parallel and in a single run without having
to interrupt the dosing schedule. As mentioned in the preceding section, the
considerations regarding identity of pharmacokinetic parameters of the
labeled and unlabeled compounds and absence of nonlinear kinetics on pulse
dosing apply here as well. The method can be extended to the determination
of changes in metabolic profile due to inhibition or induction of drug-metab-
olizing enzymes [51–58].

D.  Determination of Differences in Pharmacokinetic
Parameters of Enantiomers and Drug-Interaction
Studies—Pseudoracemate Approach

It is well accepted that enantiomers can differ from each other in their phar-
macological, toxicological, pharmacokinetic, and toxicokinetic profiles [59].
Because drug candidates are initially tested as racemates, a knowledge of the
fate of the individual enantiomers is crucial for making appropriate policy
decisions regarding development of a chemical entity either as a single enan-
tiomer or a racemate for clinical use. In addition, knowledge of the pharma-
cokinetics of the individual enantiomers may be required for establishing
pharmacokinetic–pharmacodynamic correlations. One method for studying
the pharmacokinetics of individual isomers of a racemate involves derivatiza-
tion of drug present in the sample by using one antipode of a chiral reagent.
The resulting diastereomers, due to differences in their physicochemical prop-
erties, are then separated by chromatography and quantitated. In another
method, chiral stationary phases are used for separation and subsequent quan-
titation of the individual isomers; derivatization is not required. The major dis-
advantage of the first method is the requirement of suitable functionalities in the
compound that can be derivatized and the limited options with respect to the
availability of chiral derivatizing agents. The drawback of using chiral columns is
their cost, variable performance, and the limited time of operation. In addition,
both methods yield no information regarding the metabolic fate of enantiomers.

A “pseudoracemate” approach, wherein one of the isomers of the race-
mate is stable labeled and acts as a stereochemical marker, circumvents the issues
related to derivatization methods and use of chiral columns for analysis of race-
mates. Separation and detection by mass spectrometry, using another stable-
labeled variant as the internal standard when possible, allows quantitation of the
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two enantiomers based on their m/z values [60–63]. An alternate application
of this approach is the study of drug–drug interactions by monitoring the dif-
ferential effects on pharmacokinetic parameters of the individual enantiomers
in the presence of coadministered drug(s) [64–67]. However, it is important
to demonstrate absence of kinetic isotope effects associated with the use of
stable-labeled compound and absence of chiral inversion in vivo or during
sample work for proper interpretation of the results [68–70].

E.  Tracers for Structure Determination and Quantitation
of Metabolites—Ion Cluster Methods

This application is based on the characteristic mass-spectral profiles of halo-
gen-containing compounds due to the high natural abundance of the stable
isotopes of chlorine or bromine. A compound containing a single Cl or Br
atom will give rise to an isotope peak at m/z = (M + 2), that is, about one-
third of or equal in intensity to, respectively, the signal associated with the
lighter isotope peak. This is observed as typical “doublet” or “twin ion” peaks
or “ion clusters” in the mass spectrum and is also a characteristic of all
metabolites derived from the compound that retain the halogen [2–5,71].
Such a signature allows easy detection of metabolites and aids structure elu-
cidation. For compounds lacking halogen substituents, this “doublet ion” (or
twin ion or ion cluster) signature can be artificially generated by mixing known
amounts of unlabeled and stable-labeled analogs (or synthesizing stable-
labeled compounds of intermediate isotopic purity) [4,5]. The advantage of
this approach is that retention times and the expected ratio of individual ion
intensities of an ion cluster can be used both to rule out spurious or non-
compound related peaks and for identification of unknown metabolites
[4,5,72–76].

A variation of the “ion cluster” methodology is useful for identification
of metabolites and involves derivatization with a reagent that is composed of
a mixture of unlabeled and labeled forms [4,5]. In this case, the “ion cluster”
signature is generated during sample work-up. Depending on the derivatizing
agents and their reactivity toward specific functional groups, important infor-
mation regarding the presence and number of functional groups (hydroxyl,
amino, sulfydryl, aldehyde, etc.) can be obtained, which can assist in the struc-
ture elucidation of unknown metabolites [77–80].

F.  Elucidation of Drug Biotransformation Mechanisms

Stable isotopes are an important tool in the investigation of xenobiotic metabolic
pathways and mechanisms involved therein. Issues that can be addressed include
the source of a new atom or functional group that is introduced into a compound
during metabolism, location of the site at which metabolism occurs, molecular
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rearrangements involved in metabolite generation, mechanism of drug bio-
transformation, determination of rate-limiting steps in enzyme-catalyzed
reactions, and determination of the nature of transition states involved in
enzyme reactions. An understanding of these issues can lead to an enhanced
knowledge of the topology of the enzyme active site [4,5,8,11,18,81].

Stable isotopes are convenient tools for tracing the origin of new atoms or
functional groups that are introduced in course of biotransformations. A classic
example of this approach is the use of 18O-labeled oxygen to show that cytochrome
P450-mediated hydroxylations incorporate one atom of oxygen from molecular
oxygen into the substrate. An extension of this approach is the use of 18O-labeled
water to clarify the origin of oxygen in the metabolism of unsaturated systems to
diol metabolites [82–85]. Likewise, stable-labeled cofactors like S-adenosyl
methionine or glutathione may be used for confirmation of metabolic pathways.

On the other hand, studies aimed at the determination of location of
metabolic sites can involve deliberate introduction of stable labels at potential
sites of metabolism. Subsequent retention or loss of the label is used to
explain the formation/existence of specific metabolic pathways and sites of
metabolism. For example, oxidative toluene metabolites hydroxylated on the
ring or the methyl group are possible. If trideuterated toluene, labeled on the
methyl group, is used as a substrate, the benzyl alcohol formed would retain
only two deuterium while aromatic hydroxylation would yield trideuterated
hydroxytoluenes. Thus, observation of metabolites retaining three or two deu-
terium atoms provides an immediate indication of the possible nature of
metabolites [85–87]. Although this approach finds general utility in determi-
nation of the regiospecificity in metabolism [88], aromatic systems have been
shown to exhibit anomalous behavior. In aromatic systems, hydroxylation
may proceed with retention of the deuterium that was originally present at the
site of hydroxylation. This phenomenon, the classic “NIH shift,” was in fact
discovered as a result of the dubious expectation that loss of label is indica-
tive of site of metabolism [89–91]. The discovery of the “NIH shift” has clar-
ified our understanding of cytochrome P450-mediated aromatic hydroxyla-
tions to include the intermediacy of arene oxides and their molecular
rearrangement to yield phenolic metabolites [22,82–84,89–96].

An additional important consideration in introducing stable labels at poten-
tial sites of metabolism is the possibility of kinetic isotope effects. Kinetic isotope
effects are observed as differences in the rate of reaction of a stable-labeled com-
pound relative to the unlabeled counterpart when cleavage of the bond involving
stable label is rate limiting or partially rate limiting [18,97–99]. Primary kinetic iso-
tope effects arise due to differences in the zero-point energies of bonds involving
stable isotopes (e.g., C—2H) with respect to the unlabeled compound (i.e., C—H).
This results in the increased stability of the C—2H bond as compared to the C—
H bond and consequently increases the energy required to cleave a C—2H
bond. Kinetic isotope effects of consequence are generally those involving
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deuterium because the percentage difference in mass of deuterium with
respect to its isotopic variant hydrogen is the highest, in contrast to other sta-
ble labels (12C vs. 13C and 16O vs. 18O) generally used in drug metabolism stud-
ies. Kinetic isotope effects are expressed as the ratio of rate constants of the
reaction involving unlabeled and labeled compounds, and their values may lie
in the range of 1.2 to more than 10 depending on the nature of the reactants,
transition state involved, nature of enzyme, and the mechanism of reaction
[98]. In general, a primary deuterium kinetic isotope effect of 4 or more is indica-
tive of the C—H bond being rate limiting in a reaction. This is true for several
aliphatic hydroxylations and O-dealkylation reactions mediated by cytochrome
P450 isozymes [100–105]. In contrast, aromatic hydroxylations show low isotope
effects (1.1–1.3) [22,92–94] and N-dealkylation reactions variable isotope effects
depending on the substrate and enzyme system involved [106–110]. These find-
ings have opened up new vistas for research aimed at correlation of observed
kinetic isotope effects with proposed reaction mechanisms [111–118].

There are three general experimental approaches to the determination of pri-
mary kinetic isotope effects based on whether the relative rates of reaction are deter-
mined based on intermolecular or intramolecular competition of unlabeled and
labeled analogs for enzyme-mediated catalysis [119–121]. The first two methods
yield intermolecular isotope effects and the third method provides intramolecular
isotope effects. In the first method, “noncompetitive intermolecular isotope effects”
are obtained from two experiments, one involving the unlabeled compound and
other the stable labeled compound. The relative rates of reaction are then compared
based on the relative amount of products formed. Strictly speaking, this method
does not necessitate the use of mass spectrometry for analysis. Disadvantages of
this approach are that factors pertaining to differences in binding/debinding of
the two analogs, the multistep nature of several enzyme reactions, product
release, and the fact that two experiments are performed introduce errors in the
isotope effect determination and more importantly may attenuate or “mask” the
intrinsic isotope effects. The second method yields “competitive intermolecular
isotope effects” and involves the use of a 1: 1 mixture of labeled (labeled both
at the site of metabolism for isotope effect determination and at an alternate
site for detection) and unlabeled analogs and subsequent determination of
products by mass spectrometry. This method, based on a single experiment,
reduces some of the errors of the first method. However, attenuation or
“masking” of intrinsic isotope effects may still be observed. In the third
approach to determination of isotope effects, the substrate is chosen such that
an intramolecular competition is set up between sites that are unlabeled and
labeled for the enzyme catalytic site. Examples of substrates amenable to this design
are xylenes (where one of methyl groups is trideuterated), dimethoxybenzenes, alka-
nes, and other symmetrical molecules. In this design, using p-trideuteromethyl
toluene, for example, a single experiment with one substrate, followed
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by the determination of relative amounts of trideuterated and dideuterated p-
methyl benzyl alcohol formed, directly yields the value for the kinetic isotope
effect. The major advantage of this intramolecular isotope effect experimen-
tal design is that most factors that contribute to “masking” are eliminated and
the observed isotope effects are close to the intrinsic isotope effects. The only
requirement for successful determination of isotope effects by this method is
that the rate of equilibration of labeled and unlabeled sites of the symmetri-
cal molecule with respect to the catalytic center is faster than the bond break-
ing reaction, i.e., the catalytic center must have equal access to the two sites at
all times [122]. Thus, in special cases, compounds where the unlabeled and
labeled sites are far apart may have difficulty in equilibrating within the active
site and may show “masking” of isotope effects. This relationship between
the distance of the labeled and unlabeled sites and masking of isotope effects
has been used to evaluate the active site dimensions of cytochrome P450
enzymes [123].

Unlike primary kinetic isotope effects, secondary kinetic isotope effects
arise due to presence of stable isotope at sites close to point of reaction and
consequently influence the geometry of the reaction intermediates. Although
the absolute values are much lower than those observed for primary effects,
secondary kinetic isotope effects yield important information pertaining to
the progress of the reaction and transition states involved therein
[100,124,125].

The kinetic isotope effect experiments outlined above, along with use of
stable isotopes for elucidating the source of oxygen, and observation of the
“NIH” shift have been crucial in developing an understanding of
cytochromes P450, probably the most important of all the enzyme systems
involved in xenobiotic metabolism.

G.  Drug Metabolism Profiling and Mass Balance Studies

Drug-metabolism profiling and mass-balance studies are essential steps in new
drug development and are becoming routing experiments in drug discovery as
well (see Chap. 11). These studies are performed with little or no prior knowl-
edge of the metabolic fate of a chemical entity. Thus, compound- or structure-
related detection methods involving UV-vis spectroscopy, IR spectroscopy, fluo-
rescence characteristics, electrochemical properties, immunoassays, or mass spec-
trometry using selected ion monitoring (the method on which almost all applica-
tions listed above are based) are of little utility for detection of unknown metabo-
lites. “Ion cluster techniques,” although useful for qualitative observation of com-
pound derived peaks, do not ensure complete detection of all possible metabolic
products. As such, metabolic profiling and mass-balance studies have traditionally
relied on the use of radiolabeled tracers. Radioactivity, dependent only on reten-
tion of radiolabel in the compound or its metabolites, allows nonspecific detection
(if radiolabel is placed judiciously) to yield drug-metabolism profiles and mass

Copyright © 2002 Marcel Dekker, Inc.



Studies with Stable-Labeled Compounds 347

balance data that are necessary for drug development. Stable-labeled com-
pounds that are devoid of associated radiation hazards, legal issues related to
the use of radioactive compounds, and chemical instability associated with
radiolysis have also been investigated as potential agents for metabolic profil-
ing and mass-balance studies.

The basis for this application of stable isotopes to these types of inves-
tigations is the indirect mass spectrometric determination of the presence of
stable labels in a compound or its metabolites. This is achieved by chromato-
graphic separation of the sample and subsequent conversion of the eluate
components into carbon dioxide, nitric oxide, or nitrogen (depending on the
nature of stable label in the compound). Since carbon dioxide/nitric
oxide/nitrogen derived from eluant components that are stable labeled com-
pound related will be enriched in their stable isotope content, they can be eas-
ily detected and quantitated after suitable corrections to eliminate background
contributions due to unlabeled carbon dioxide/nitric oxide/nitrogen.
Although applications of stable isotopes in drug metabolism profiling and
mass balance studies have been reported [126–135], issues related to the sen-
sitivity of this method compared to radiation detection, availability of instru-
mentation, and cost of instrumentation, must be evaluated before this appli-
cation is used routinely.

III.  CONCLUSION

This chapter has attempted to briefly showcase some of the applications of
stable isotopes in pharmacokinetic and drug-metabolism studies. Although
many of the examples illustrated here are from the area of drug development,
increased application of stable-labeled compounds has occurred in the dis-
covery area. Emphasis has been on the variety of strategies to address
research problems, using stable-labeled compounds with mass spectrometry
as an aid. However, it must be realized that selection of the stable label and
its judicious placement in a molecule (i.e., design of the stable-labeled com-
pounds, synthesis of the stable-labeled compounds, mass spectral analysis,
deconvolution of data, and interpretation of the results) necessitates signifi-
cant specialized skills and intellectual input for successful use of stable-labeled
compounds. The scope of investigations with stable-labeled compounds in
conjunction with mass spectrometry itself is limited only by the ingenuity of
an investigator.
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I.  INTRODUCTION

The advent of combinatorial chemistry synthetic programs has resulted in a
dramatic increase in the number of new chemical entities (NCEs) for evalua-
tion as possible drug candidates. For discovery programs to be successful,
rapid screening of these compounds for optimal biological activity and phar-
macokinetic properties is essential [1]. Cassette (“N-in-1” or”cocktail”) dos-
ing provides an approach for rapid screening of large number of NCEs for
their pharmacokinetic properties in vivo [2].

A.  Cassette Dosing as a Screening Tool in Drug
Discovery

A typical cassette-dosing paradigm involves simultaneous administration (oral or
intravenous) of 5–10 NCEs from a congeneric chemical series within a discov-
ery program to animals (rats, dogs, etc.) [3–5]. Cassettes consisting of larger num-
bers of compounds have been reported in the literature [4]. The arrival of liquid
chromatography/mass spectrometry (LC/MS) and liquid chromatography/tan-
dem mass spectrometry (LC/MS/MS) technologies (Chapter 3 and 5) has per-
mitted rapid and simultaneous quantitation of these NCEs in plasma samples
obtained through cassette dosing [6]. The resulting concentration–time data are
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analyzed by noncompartmental methods to generate pharmacokinetic param-
eters (clearance, volume of distribution, area under concentration-time curve,
oral bioavailability, and brain penetration). New chemical entities considered
“interesting” according to preestablished pharmacokinetic criteria are evaluat-
ed further by conventional singlet administration studies [5,7].

B.  Rationale

Traditional pharmacokinetic evaluation involves administration (orally or
intravenously) of a single NCE (“singlet dosing”) to animals followed by plas-
ma sampling to generate concentration–time profiles. A typical single oral
dose absolute bioavailability study of an NCE (three dogs; oral and intra-
venous dosing) can result in approximately 30 samples/dosing route/com-
pound. Therefore, screening five compounds for a given discovery program
conceivably requires repeating the oral and intravenous arms of the above
experiment five times. These studies are typically conducted in a crossover
fashion with each dosing conducted once every 2 weeks. Therefore, evalua-
tion of five compounds (oral and intravenous dosing) could easily span 5
months. Further, this approach would result in 600 samples.

Under a cassette-dosing paradigm, five NCEs may be simultaneously
administered to three dogs and the oral and intravenous dosing treatment
arms completed in a crossover fashion in 1 month. This experimental design
generates only 60 samples. The savings in terms of time and resources (num-
ber of animals used, number of samples analyzed, etc.) are tremendous.
Therefore, cassette dosing has gained increasing acceptance within pharma-
ceutical research and development.

C.  Validity of Cassette Pharmacokinetic Data

Implementation of a cassette-dosing paradigm in any discovery effort is
invariably preceded by a validation effort. This is usually accomplished by
establishing a correlation between cassette pharmacokinetic data with that
obtained following singlet administration for a representative group of NCEs.
Ideally, the compounds selected for this validation effort should represent the
overall range of structures defined by all compounds in a given discovery pro-
gram. In reality, this is rarely achieved since such validation is usually con-
ducted at the start of the discovery program, when the known structural
parameter range is fairly limited. Therefore, it is critical that cassette and sin-
glet pharmacokinetic data are examined at regular intervals during the drug
discovery process.

The validity of the cassette dosing approach is well documented [2,4,5,7].
Shaffer et al., demonstrated a linear relationship for clearance, volume of distribu-
tion, and elimination t1/2 values obtained by cassette or singlet intravenous dosing
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of 17α-1a antagonists in dogs (Fig. 1) [4]. While there is an obvious trend
toward linearity, this relationship shows a fair degree of scatter. This is con-
sistent with the use of cassette dosing as a screening tool that can be useful
for rank ordering compounds, but is not an appropriate tool for definitive
pharmacokinetic (PK) assessment (see Sec. II).

Similarly, Patel et al. obtained comparable values of oral bioavailability
and elimination t1/2 following cassette or singlet oral and intravenous admin-
istration to rats for a matrix metalloprotease inhibition discovery program [5].
In the first instance, the authors utilized intravenous dosing alone, whereas in
the second instance, both intravenous and oral routes were utilized. Further,
the animal model in the first example was dogs, while rats were used in the
second example. These issues (selection of dosing routes and animal models)
represent an interesting dilemma for the discovery pharmacokineticist and are
addressed later in the chapter (see Sec. III).

II.  UTILITY OF CASSETTE PHARMACOKINETIC DATA

It is important to distinguish the utility of pharmacokinetic data obtained
through cassette dosing compared to that obtained through traditional singlet
administration studies. The primary purpose of cassette pharmacokinetic
parameters is to prioritize, rank order, or “bin” (categorize) compounds. On
the other hand, singlet dosing data characterize the pharmacokinetic proper-
ties of a smaller, more select number of NCEs. Therefore, cassette pharma-
cokinetic data of “interesting” NCEs must be confirmed by singlet adminis-
tration before selecting drug candidates to be pursued further.

The relatively short turnaround time for generation of cassette phar-
macokinetic data allows simultaneous screening of NCEs by in vitro or in
vivo biological activity assays. Therefore, compounds and/or structural tem-
plates identified through these processes likely incorporate features favorable
for biological activity and pharmacokinetic behavior. This is expected to result
in selection of drug candidates with fewer development challenges, such as
poor bioavailability, rapid clearance, or short elimination half-life [1].
Furthermore, cassette dosing affords an opportunity to create a database of
pharmacokinetic parameters within a discovery program. Such databases can
be used to develop qualitative and quantitative structure–pharmacokinetic
relationships, which can guide future synthetic efforts or permit prediction of
pharmacokinetic properties before additional synthesis is undertaken.

The potential for cassette pharmacokinetic data to guide future synthetic
effort was demonstrated by Shaffer et al. [4]. Sixty-six NCEs were administered
intravenously in several cassettes (5–22 NCEs/cassette) to dogs. The resulting data-
base of pharmacokinetic data, along with the corresponding chemical structures,
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Figure 1  Correlation of pharmacokinetic parameters (clearance, panel A; vol-
ume of distribution, panel B; and half-life, panel C) of 17α-1a antagonists
obtained by cassette (y-axis) or singlet (x-axis) intravenous dosing to rats.
(Reproduced with permission from Ref. 4.)
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was evaluated for possible qualitative structure–pharmacokinetic relation-
ships. This assessment identified five NCEs that met predetermined criteria
for clearance, volume of distribution, and elimination t1/2. Further, the data
provided clues regarding possible contributions of specific chemical moieties
for optimum pharmacokinetic properties. The utility of such structure–phar-
macokinetic databases for the potential prediction of pharmacokinetics of
NCEs under synthesis has also been demonstrated.

Plasma area under the concentration–time curves (AUCs) of 57 NCEs
were determined following oral cassette administration (5–9 NCEs/cassette)
to mice. Physicochemical properties [such as, molecular weight, calculated
molar refractivity, and calculated lipophilicity (clogP)] and molecular descrip-
tors [such as presence or absence of N-methylation, cyclobutyl moiety, or het-
eroatoms (non-C,H,O,N)] were calculated or estimated for these compounds.
This structural data, along with the corresponding pharmacokinetic parame-
ters (primarily AUC), were used to develop artificial neural network models
[8]. These models were used to predict the AUCs of compounds under syn-
thesis [10]. This approach demonstrates that predictive models could be
developed which potentially predict in vivo pharmacokinetics of NCEs under
synthesis. Similar examples have been reported elsewhere [11–13].

III.  IMPLEMENTATION ISSUES AND PITFALLS OF
CASSETTE DOSING

Implementation of a cassette-dosing paradigm in discovery screening pro-
grams usually requires addressing several issues and acknowledging the pitfalls
of this approach. Simultaneous administration of a number of structurally
similar NCEs to a single animal can enhance the potential for drug–drug
interactions in vivo. For example, if the administered NCEs are metabolized
by a limited number of enzyme systems in vivo, the possibility of saturating
these metabolic pathways is quite real. This and other possibilities for
drug–drug interactions, such as enzyme inhibition and transporter interac-
tions, are discussed in Chapter 9. Similarly, simultaneous administration of a
number of NCEs can result in precipitation of the drugs in vivo due to their
limited solubility in biological fluids. These factors can be particularly exacer-
bated during cassette dosing because NCEs selected from a single discovery
program likely represent (somewhat) limited structural diversity.

Saturation of metabolic enzyme systems manifests itself as falsely elevated
plasma concentrations in vivo. Therefore, when the selected NCEs are evaluated
later using singlet administration, their concentrations can be lower than those
obtained from cassette dosing (“false positives”) [14]. On the other hand, precipita-
tion of NCEs following cassette administration can artificially result in a reduction
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in their plasma concentrations when compared to those following singlet
administration (“false negatives”).

One approach to minimizing these risks is by limiting the overall dose
of NCEs administered. Typically, total oral doses of 5–10 mg/kg are consid-
ered acceptable. For a cassette composed of five NCEs, this translates to a
dose of 1 to 2 mg/kg/compound. For intravenous administration, typical
total doses range from 3 to 5 mg/kg, resulting in an individual NCE dose of
0.6 to 1 mg/kg/ compound. However, in some cases, limited analytical assay
sensitivity may not permit dose reductions. In such cases, a reduction in the
number of NCEs administered per cassette could be considered in lieu of or
in addition to a reduction in the total dose administered.

Another complementary approach for managing the overall risk of
“false positives or negatives” during cassette dosing involves administration of
an in vivo reference compound in each cassette [2,4,5,10,14]. It is important that the
pharmacokinetics of the in vivo reference compound are adequately charac-
terized by singlet administration before such use. The cassette pharmacoki-
netic parameters of the reference compound following each cassette experi-
ment are then compared against those established previously following singlet
administration. If comparable, the results of the cassette pharmacokinetic
data for the unknown NCEs are considered acceptable. Otherwise, drug-drug
interaction is suspected [14] and the data are closely examined or discarded or
a different combination of NCEs is administered as a separate cassette. The
fundamental assumption while employing this approach is that the pharma-
cokinetics of the in vivo reference compounds changes if drug-drug interac-
tion occurs in cassettes. In reality, it is difficult to verify if this is indeed the
case. Furthermore, comparison of the cassette pharmacokinetic parameters
of the reference compound with historical singlet dosing values requires a
degree of subjective evaluation. Therefore, such comparisons are inherently
fraught with the biases of the scientists evaluating the data [2], unless clear
unequivocal criteria for such comparisons are preestablished and agreed upon.

As highlighted earlier, the choice of intravenous administration versus
oral administration of cassettes represents yet another implementation issue.
It has been suggested that cassettes should be administered intravenously
alone because the resulting fundamental pharmacokinetic parameters (clear-
ance and volume of distribution) are considered key for decision making [2]
and because the saturation of first-pass metabolism following oral dosing is a
distinct possibility (see above). It is also likely that at the early drug discovery
stage the amount of compound available can be limited, thus intravenous
administration can represent the only viable choice because the compound
requirement is usually less compared to that of the oral route.

These issues notwithstanding, oral cassette dosing can be a necessity if the
solubility of the NCEs is such that an intravenous dosing solution cannot be
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formulated. Careful dose selection for oral cassette administration can address
the issue of saturation of first-pass metabolism because most NCEs are
intended for oral use, and information obtained through oral administration
of cassettes is relevant for decision making. An alternative to choosing
between intravenous or oral dosing of cassettes is to administer cassettes by
both routes either in a cross-over fashion (usually dogs) or to separate parallel
groups (usually rats) of animals. The advantage of this approach is that compari-
son of exposures (AUCs) following oral and intravenous administration results in
an estimate of oral bioavailability. For most discovery programs, high oral bioavail-
ability and low clearance are highly desirable. Use of both routes of administration
provides both these parameters, thus facilitating decision making. This approach
results in an increase in the total amount of compound used and a small increase
in the time and effort required conducting the study and assaying the samples.

Compound availability also influences the choice of species in which
cassette dosing may be carried out. If relatively low amounts of NCEs are
available, rats and mice should be considered for cassette dosing. Their low
body weight (compared to that of a larger species, such as dogs) results in a
lower amount of NCE administered per animal. However, rodents, in gener-
al, cannot be used in a crossover fashion. Therefore, the intravenous and oral
dosing arms of a cassette screen have to be conducted in parallel resulting in
an increase in the number of animals used.

In an effort to reduce the number of animals used for such purposes,
intravenous dosing of one cassette (“A”) may be followed immediately by oral
dosing of a distinct cassette (“B”) to a group of animals (Group 1).
Therefore, analysis of plasma samples drawn at predetermined times results
in concentration-time profiles of all NCEs administered. On another occa-
sion, the routes of administration of these two cassettes may be switched or
crossed over in a second group of animals (Group 2) to obtain a second set
of concentration-time profiles of all NCEs administered, i.e., Cassette “A” is
administered orally, while Cassette “B” is administered intravenously.
Comparison of oral concentration-time pro-files of a given NCE in Group 1
with the corresponding one following intravenous dosing in Group 2 results
in estimates of all relevant pharmacokinetic parameters (such as oral bioavail-
ability, clearance, and volume of distribution). This variation of cassette dos-
ing would reduce the number of animals used by 50% while not increasing
turnaround times. However, the potential for drug-drug interactions in vivo
increases dramatically since a large number of NCEs are administered simul-
taneously. This issue can be minimized by administering the two cassettes at
slightly different times so that concentrations of NCEs from the first cassette
have started to decline when the second cassette is administered. How-ever,
there is limit to the total volume of blood that may be withdrawn from an ani-
mal. Therefore, even this approach has its limitations. It is apparent from the
earlier discussion that several issues must be addressed before implementation
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of a cassette-dosing paradigm in drug discovery. Furthermore, this approach
is not intended to accurately characterize the pharmacokinetics of NCEs. At
best, it can assist the drug discovery scientists in prioritizing, rank ordering, or
binning compounds so that resources are expended judiciously to thoroughly
evaluate “promising” NCEs [1]. Despite lowering the total dose administered
(or the number of compounds administered) and the use of in vivo reference
compounds, false positives or negatives remain a distinct possibility.
Therefore, managing the potential risk of missing a promising drug candidate
through good science-based decision making is imperative.

IV.  BIOANALYTICAL ISSUES FOR IN VIVO CASSETTE
DOSING

A.  The Impact of Mass Spectrometry on Cassette Dosing

Because of the natural capability for simultaneous multicomponent quantita-
tion, LC/MS with multiple-channel monitoring (MRM) on triple-quadrupole
mass spectrometers has made the concept of cassette dosing practical.
Although it has been demonstrated that other analytical techniques, such as
liquid chromatography with UV absorbance detection, can also be used for
quantitative determinations of multiple drug components in plasma [15], the
time and effort required to routinely achieve adequate selectivity makes this
relatively nonselective approach impractical. Optical (UV, visible, or fluores-
cence) detection rely heavily on chromatography and sample preparation to
achieve assay selectivity for each of the components involved. Typically, devel-
opment of an appropriately selective HPLC/UV procedure will require a
week or longer to develop, depending on the desired quantitation limits.

In contrast, with its intrinsically higher selectivity, tandem mass spec-
trometry offers a much more effective and practical approach for multicom-
ponent quantitation. This translates into faster method development and, ulti-
mately, rapid and reliable multicomponent quantitation. The routine applica-
tion of multicomponent quantitation to 5 or 10 compounds in a cassette can
be developed in 1 or 2 days, offering typical quantitation range of 5 to 5000
ng/mL. The variability of the assay procedure ranges from 10 to 20%, which
is less than the typical intersubject pharmacokinetic variability of 25 to 30%.

B.  Sample Preparation Issues for Cassettes

For a cassette containing structurally similar compounds (Table 1), it is possible
to develop and use a high-throughput extraction approach such as deep-well liq-
uid-liquid extraction or a deep-well solid-phase extraction operating under
generic wash/elution conditions. These approaches do work for a majority of
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compounds within a class, where small differences in structure will not signif-
icantly affect the recovery between compounds. Solvent composition and pH
conditions can be quickly fine tuned to obtain acceptable recovery for a given
compound class. Cassette work that is geared at obtaining structure/pharma-
cokinetic relationships is one application of this approach [16].

Aside from investigating structure/pharmacokinetic relationships, cassette
dosing can also be used as a high-throughput screen for diverse compounds.
These compounds are passed through one or more preliminary screens, such as
in vitro efficacy, permeability (Chap. 8), or metabolic screening (Chap. 9). These
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primary screens typically screen out a significant number of NCEs from con-
sideration. Remaining compounds from diverse therapeutic targets or com-
pound classes are then grouped into cassettes for preliminary in vivo screen-
ing. Under this scenario, the compounds in a cassette will look and extract
very differently from one another, owing to the presence or absence of ion-
izing and lipophilic groups. Given the large differences in ionizability and
lipophilicity, extractability under a given set of solvent and pH conditions can
be highly variable and in many cases unacceptable. It can be impossible or
extremely time consuming to find suitable extraction conditions to obtain
acceptable recovery for all compounds in a cassette.

For this reason, when a cassette is composed of structurally diverse
compounds, it is usually prudent to use protein precipitation as a plasma sam-
ple preparation technique. Although the absolute recovery will vary from
compound to compound, this approach can be applied with fairly universal
success across a wide structural range of compounds and assay development
time will be minimal. Generic solid-phase extraction protocols can also be
effective, but will experience a higher (10 to 15% of compounds) failure rate.
Chapter 6 contains examples of generic extraction protocols that can be
adapted for use with cassettes containing diverse NCEs.

C.  The Need for Analytical Separations

As with most LC/MS experiments, the analytical separation is a necessary
part of multicomponent quantitation in cassette dosing for three reasons: (i)
separations are an important tool for managing collision-cell cross talk, (ii) to
minimize possible in-source fragmentation from metabolites, and (iii) to min-
imize the unique ion-suppression circumstances that can occur in multicom-
ponent quantitation (see Chaps. 3 and 5).

As described in Chapter 3, cross talk is observed when the collision cell
still holds fragment ions from the previous MRM channel. In cases where two
MRM channels have similar fragmentation patterns, the holdover ions from
the cell contribute to the signal associated with the next ion channel. Lack of
chromatographic separation between compounds increases the potential for
cross talk, resulting in likely quantitation errors and a lack of discrimina-
tion between compounds. Without an analytical separation, all analytes in
a cassette could coelute, thereby increasing the potential for common par-
ent/daughter ion combinations derived from one compound to interfere
with those from another due to collision-cell cross talk. The greater the
number of NCEs per cassette, the greater the potential for collision-cell
cross talk. The most recent generation of triple-quadrupole instruments
incorporate hardware features designed to eliminate or avoid collision-
cell cross talk by emptying the flow cell of ions prior to manipulating
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the next set. An example of this feature is the so-called LIN-AC® feature
introduced by PE-SCIEX [17]. Although many collision-cell cross-talk prob-
lems can be eliminated by intelligent selection of those compounds to be
included in a cassette, all possible combinations cannot be predicted. The use
of a chromatographic separation to assist in selectivity of a cassette assay has
been shown to be an effective way to avoid cross-talk problems [18].

Because cassette dosing is an early-discovery screening tool, little is
known about the metabolism of the test compounds. As such, a variety of
metabolites can be present in the in vivo sample. Unfortunately, most metabo-
lites (hydroxyls, glucuronides, sulfates, and N-oxides included) are somewhat
labile under mass-spectrometer ion-source conditions and fragment to form
the parent drug compound. Because these metabolites are more polar than
the parent drug and quickly elute from the chromatographic column, they can
be readily separated from the unchanged parent drug molecules and it is only
necessary to obtain adequate retention to avoid ion suppression. In cassette
dosing, as in other pharmacokinetic experiments, it is important to differenti-
ate between the plasma concentrations of intact parent drug and the conju-
gated or oxidative metabolites. A easy way to minimize this problem is
through a chromatographic separation.

Chromatographic separations can also help minimize the unique ion-
suppression circumstances that can occur in some multicomponent situations.
In cassette dosing, the plasma concentrations observed are dependent on
many factors, including the physical-chemical properties of the compounds,
the dose, vehicle, route of administration, extent of drug absorption, extent
of metabolism, apparent drug distribution volume, and clearance. Therefore,
the assay procedure should be designed to have a large dynamic range. This
would likely minimize the need for sample dilution and repeat analytical work.

If the chromatography is such that the three compounds coelute (Fig.
2a) then the compounds will enter the ion source at the same time and com-
pete with the residual matrix components and with each other for ionization.
Due to this competition, the peak responses of coeluting compounds are gen-
erally lower than those of compounds which do not coelute (Fig. 2b). This
portion of the mass spectrometry experiment is well controlled and pre-
dictable. The factor that varies is the plasma concentration of an NCE in the
cassette.

For example, assume that Compounds I and II are poorly absorbed,
while Compound III is well absorbed following an oral cassette dose (Fig. 2c).
There-fore, the plasma concentrations of Compounds I and II are expected
to significantly lower compared to those of Compound III. If these three
compounds chromatographically coelute then it is likely that plasma concen-
trations of Compound III are overestimated due to lack of competition for
ionization from the other analytes. This quantitation error can be generally
avoided through chromatographic separation of the analytes.
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D.  Instrument Sensitivity, Experimental Efficiency,
and Cassette Size

There is a loose relationship between N, the number of NCEs in a cassette (or
the number of channels being monitored by an instrument operating under
MRM), and the experimental efficiency (Fig. 3). To a large extent, increased effi-
ciency and throughput may be achieved by increasing “N” in a cassette. This

Figure 2 Multiple-reaction monitoring chromatograms for a three-compound
cassette. (a) A standard chromatogram showing the three compounds chro-
matographically coeluting. In this situation there is a greater chance for ion
suppression. (b) A standard chromatogram showing the three compounds
chromatographically separated. In this situation there is less chance for ion
suppression. (c) A sample chromatogram indicating that Compound I is not
absorbed, Compound II is poorly absorbed, and Compound III is well
absorbed. Because there is less chance for ion suppression, due to the low
abundance of I and II, Compound III is likely to be overestimated when com-
pared to a standard curve containing chromatogram a.
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should result in fewer studies leading to fewer sample analysis. As “N”
becomes larger, drug–drug interaction issues may become significant (see Sec.
III). Also, if N is too large, the analytical method will become complex and
unmanageable due to analyte extraction difficulties, potential for interferences
(from cross talk or in-source fragmentation), standard preparation, and other
practical issues.

From an analytical perspective, the maximum desirable number of com-
pounds in a cassette is less than about 19 compounds. This assumes a mini-
mum chromatographic sampling rate of 1 point/sec for 10-sec chromato-
graphic peaks. With a channel dwell time of 50 msec and an interchannel
delay of 3 msec, 19 compounds allows a chromatographic sampling rate of
1.007 data points/sec (19 X 0.05 + 19 X 0.003). This allows for negligible
error introduction from finite chromatographic sampling rates [19]. From a
drug-interaction perspective, the optimum number of compounds to include
in a cassette is obviously much less. However, larger cassettes have been
reported [4].

E.  Compound Selection for Cassettes

Under the best circumstances, compounds are selected for cassettes with their ana-
lytical characteristics in mind. In this way, the chances of experimental success are
improved. Although it would be useful to choose compounds so as to minimize
drug—drug interaction issues, there is generally not enough pharmacological

Figure 3 The approximate relationship between N. the number of com-
pounds in a cassette (or the number of channels being monitored by an
instrument operating under MRM) and the experimental efficiency.
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information available to consistently select compounds according to this cri-
terion.

The ideal analytical, physical/chemical and biopharmaceutical charac-
teristics for pooling NCEs into cassettes are listed in Table 2. In reality, it is
obvious that no grouping of NCEs into a cassette is expected to conform to
the entire list. If a cassette of NCEs offers a reasonable compromise between
several of these criteria it can be assumed that useful information could be
quickly obtained from the experiment. This is in alignment with the utility of
cassette dosing, as a screening and compound ranking tool (see Sec. II).

F.  Enhancing the Efficiency of Cassettes

During drug discovery, high compound throughput and short turnaround
times are important [1]. Therefore, “repeat” analytical work is highly undesir-
able. To this end, analytical practices should be so arranged that reassays are
minimized or involve simple reinjections. To achieve this, the number of com-
pounds included in a cassette should be modest (four to six), the chromato-
graphic separation short and efficient (less than ∼5 min) with a near unit res-
olution between NCEs. The calibration range for each NCE should be as
large as possible (say, 5 to 2000 ng/mL) so as to minimize samples that are
outside it. Samples near the pharmacokinetic C

max
, which are above the limit

of quantitation (ALQ) of the assay, can be anticipated and dealt with a priori
by including appropriate dilutions or reinjecting the samples at a lesser volume
so that the response for the analyte is below the highest standard in the cali-
bration curve. The response factor (the ratio of analyte to internal standard
responses) should then remain unchanged. By avoiding or minimizing reas-
says, an increase in analytical efficiency for cassette dosing experiments can be
attained.

Table 2 Potential for Ideal Analytical Characteristics of Cassetted Compounds
Homologous Diverse
compounds compounds Ideal characteristic
- ++ Parent and daughter molecular weight differ by > 3

AMU
++ +/- Same functional groups for consistent extractions and

mass spectral response
+/- +/- Good solubility in dosing vehicle
++ +/- Compatibility with a single (either + or -) ionization

mode
++ +/- Compatibility with either APCI or ESI
+ - Easy and fast LC/MS separation available
++, very likely; +, likely; +/-, neither likely nor unlikely; and -, unlikely.
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As in most bioanalytical work, the use of an analytical internal standard
is highly desirable to normalize for intersample differences arising from sam-
ple extraction and injection. This analytical internal standard is distinguished
from the pharmacokinetic internal standard in that it is used to correct for
analytical variability and is not an indicator of drug-drug interactions during
the animal experiment. Because there is often little experience with the extrac-
tion method for these early discovery stage compounds, analytical internal
standards are important in correcting for variability. Stable-label internal stan-
dards are almost never available at this stage of drug discovery, therefore
structural analog standards will usually be employed as analytical internal stan-
dards. Care must be given to selecting an analog internal standard because it
should have chromato-graphic and ionization properties that are similar to
each of the analytes, yet not interfere with any of them through cross talk.
This task becomes increasingly challenging as the number of compounds in
the cassette increases.

V.  CONCLUSIONS

The technological evolution of LC/MS and LC/MS/MS has allowed phar-
maceutical scientists to address pharmacokinetics-related questions early in
drug discovery. By careful and judicious use of cassette pharmacokinetic data
coupled with biological activity data, the overall probability of discovering and
developing “drug-like” compounds appears to have increased.

Cassette screening of compounds is now an accepted practice in drug
discovery. Because this technique requires in vivo dosing, it is inherently
capacity limited. The increase in demand to screen NCEs rapidly and with
greater throughput has resulted in in vitro and in silico screening paradigms.
Techniques for rapid determination of various characteristics, such as Caco-2
permeability, solubility (Chap. 8), microsomal and/or hepatocyte metabolic
stability [20], and Pfizer’s “rale of 5” [5], along with in vivo cassette dosing,
represent a comprehensive battery of tests to probe the absorption/distribu-
tion/metabolism/elimination (ADME)/PK [22] properties of NCEs in drug
discovery. The next evolutionary development for rapid ADME assessment
may well involve protein binding and renal and biliary clearance. The ultimate
goal of these screening efforts must be to efficiently predict human or animal
in vivo performance of NCEs following singlet dosing, an area of active
research [22-26].
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I.  INTRODUCTION

A.  Basic Principles of Microdialysis

Microdialysis is a chemical sampling technique for biological systems in which
site-specific information is provided. This is accomplished by surgically
implanting a semipermeable membrane in virtually any tissue of interest (e.g.,
brain, liver, heart, adipose, and eye). The membrane is perfused with a solu-
tion (termed the perfusate) of similar ionic strength and pH as the surround-
ing fluid or tissue. Mass transport through the membrane is governed by dif-
fusion. If the sampling matrix in the tissue matches that of the extracellular
fluid (ECF), there should be no net exchange of ions through the membrane.
Where a concentration gradient exists over the membrane, an analyte of inter-
est may diffuse into the perfusion fluid (Fig. 1) and be carried off by the con-
tinuous flow for analysis.

The perfusion rate of the probe is typically 0.5 to 5.0 |µL/min. At this flow
rate there is no net transport of liquid across the membrane. One view of micro-
dialysis is that the probe is like a blood vessel in which mass transport of com-
pounds in and out of the probe is a function of the concentration gradient. If the
concentration of a compound is higher inside the probe than in the extracellu-
lar fluid some fraction will be delivered to the extracellular fluid. This is termed
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Luck is the residue of design.
—Branch Rickey

Copyright © 2002 Marcel Dekker, Inc.



378 Weiss et al.

a delivery experiment. Conversely, if the concentration in the extracellular
fluid is greater than that in the perfusate some fraction will be transported
into the probe and will be recovered. This is termed a recovery experiment.
Several reviews are available which provide more detail on the calculations
needed to determine delivery or recovery from the probe [1-3].

B.  Advantages of Microdialysis Sampling

For traditional blood sampling, the number of blood samples that can be
withdrawn is limited, making only a few data points obtainable. Another tra-
ditional method used for drug development is tissue homogenization.
Degradation can be a serious source of contamination associated with tissue
homogenates. For example, short-lived metabolites may not be observed at all
with analysis of homogenates [4]. In addition, some experiments require mul-
tiple animals to be sacrificed for each data point. A major advantage of micro-
dialysis is that it does not directly remove fluid from the animal. Therefore, no
net fluid loss occurs, making continuous in vivo sampling possible. A single
animal can also act as its own control decreasing the number of animals need-
ed for experimentation.

Microdialysis is particularly suited for drug transport studies. Multiple probes
can be used simultaneously in different parts of the animal. The size of the
analyte that can diffuse through the probe is a function of the molecularweight

Figure 1 Diagram of the microdialysis process. A represents the analyte while
P-A indicates a protein-bound analyte.
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cutoff of the membrane. This results in large molecules, such as proteins,
being excluded and only the non-protein-bound portion of a drug collected.
Enzymes are also excluded, resulting in no further enzymatic degradation
after dialysis. In addition, simpler separation and detection schemes are pos-
sible for complex physiological samples because the membrane provides sam-
ple cleanup before the sample undergoes further analysis. As a result, many
LC applications require no further cleanup after microdialysis.

The temporal resolution of the sampling is very important in monitor-
ing pharmacokinetics and drug transport. The pharmacokinetics of a drag
may be too fast for typical methods used in drug discovery, such as tissue
removal and homogenization or multiple blood extractions. Coupling of the
analysis modules directly with the continuous sampling of microdialysis
allows for on-line in vivo analysis, providing good temporal resolution. Off-
line techniques have been performed as well, with samples collected and
assayed following microdialysis.

C.  Microdiaiysis Probe Design

The microdialysis probe body is typically composed of stainless steel needle
tubing, fused silica, or a combination of the two. The membrane is often poly-
carbonate, polyacrylonitrile, or regenerated cellulose. The membranes are
hydro-philic and may have a molecular-weight cutoff of 5,000 to 75,000 Da,
although membranes of 10-20 kDa are commonly used. The average probe dimen-
sions are 300 µm o.d., with a length of 4-10 mm. These small dimensions result in
minimal damage to the tissue. Therefore, awake and freely moving animals can be
used in experiments and the probe will maintain the integrity of the internal
organs. This allows collection of dialysate for periods of time from hours to weeks.

Probe geometry is dependent on the area in which the probe is implant-
ed [5]. Figure 2 shows the variety of probes that can be used. Microdialysis
was originally developed as a tool for sampling the microenvironment of the
brain for neurochemical investigations [1,2]. As such, valuable information
regarding transport of drugs across the blood-brain barrier (BBB) can be
obtained with this technique. The most common probe design for implanta-
tion into the rat brain is the rigid cannula probe (Fig. 2a). This probe is com-
monly used in the brain and consists of an inner and outer length of stain-
less-steel tubing. The inner cannula extends beyond the outer and is covered
with the dialysis membrane. The probe can be cemented to the skull so that
it moves with the animal and does not cause further damage to the brain. A
guide cannula can be also be used and cemented in place. The probe can be
inserted into the guide cannula allowing for another probe to be used later
without additional surgery to the animal.

The flexible probe can be implanted into the blood vessel of the rat (Fig.
2b). While the rigid probe can be glued to the animal’s skull, the flexible probe
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Figure 2  Typical microdialysis probe geometries. (a) Rigid cannula probe typ-
ically used for implantation in the brain. (b) Flexible cannula probe for
implantation in the blood vessel of a rat. (c) Linear probe designed for periph-
eral tissues such as skin, muscle, or liver. (d) Shunt or bypass probe is a linear
probe inside a larger tube used for sampling the bile duct of the rat.
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needs to be moveable inside the animal without causing additional damage.
An advantage of this probe is that it is needlelike and much of it is composed
of bendable fused silica. Therefore, it can be easily inserted into the blood
vessel without causing extensive damage to the surrounding tissues.

Implantation in skin, muscle, or liver is performed with a linear probe
(Fig. 2c). This is the most useful probe design for peripheral tissue. Teflon,
PEEK, polyethylene, and fused silica tubing can be used for tubing positioned
on opposite ends of the dialysis membrane. The probe can be implanted by
pulling it through like a thread. For in vitro or subcutaneous sampling, loop
probes (essentially longer linear probes) can be used. The length of the dialy-
sis membrane can be extended because it is more flexible than fused silica.
The portion of the membrane not in use is often coated with silicone resin,
leaving only a small, uncoated window for sampling.

For sampling from the bile duct, a shunt or bypass probe can be used.
The probe can be visualized as a flow-through design, which is essentially a
linear probe inside larger tubing, typically made of polyethylene (Fig. 2d). The
polyethylene tubing is used as a shunt to transfer biological fluid past the lin-
ear probe that is perfused with sampling solution. The rationale for this design
is that the shunt allows the solution from the bile duct to flow through with-
out causing blockage and high backpressure.

D.  Analytical Considerations

The flow rates of the microdialysis experiment are such that samples of 1-10
µL are typically obtained. At typical perfusion rates, the perfusate is not at
equilibrium with the extracellular fluid. As such, the concentration of sample
in the dialysate is some fraction of that in the surrounding tissue. This is
termed the extraction efficiency and is a function of the delivery or recovery
of the probe. Not only are the sample volumes small but also the concentra-
tion in the dialysate may be low, typically ranging from 1 pM to 1 µM. Because
the recovery is typically less than 100%, the limit of detection of the method
should be lower than the lowest concentration expected in the dialysate. This
presents a tremendous challenge for the analyst.

A related issue is that while microdialysis is a continuous process, it is
coupled to an analytical separation step that requires discrete sample volumes.
Individual samples can be collected off-line with a fraction collector and
assayed later (Fig. 3). The temporal resolution is defined by the time interval
at which the microdialysis samples are collected. Without the need for further
sample cleanup, the temporal resolution for off-line analysis will ultimately be
dependent on the perfusion rate and the volume of sample needed for quan-
titation. If the analytical method does not have sufficient limits of detection,
larger sample volumes must be collected, decreasing the temporal resolution
of the method.
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Another approach to handling small sample volumes is to use an on-line
approach. This overcomes problems with sample evaporation that can occur
with sample manipulation off-line. Although near-real-time data can be
obtained, the limit in temporal resolution may be dependent on the separation
method. The assay time must be faster than the physiological event in order
to provide the best temporal resolution.

When experiments are performed in vivo, previously independent com-
ponents of the model, the sampling, and the analytical method become inter-
dependent. The conditions that were optimal for each independent compo-
nent must now be considered in relationship to the other components. For
example, if the method requires a large sample volume the flow rate of the
perfusate must be increased. If the flow rate is increased, the extraction effi-
ciency will be decreased. The result is that the analytical method will require
better limits of detection. On the other hand, if the flow rate is decreased to
increase the extraction efficiency, the temporal resolution will be compro-
mised [5]. The increased recovery can also deplete compounds of low molec-
ular mass in the tissue near the probe, thereby perturbing the experimental
conditions.

Several characteristics of chromatography impact on the microdialysis
experiment. The chromatography process inherently dilutes the sample. If we
assume that a typical microdialysis experiment will involve a perfusion rate of
1 µL/min, with sampling for 5 min, 5 |µL of sample will be obtained for the
assay. A typical analytical column (15 cm X 4.6 mm) with a mobile-phase flow rate
of 1 mL/min may have a peak width of 30 sec and would correspond to a 500-

Figure 3 General diagram of a microdialysis system with a freely moving rat. The
dialysate can be collected off-line on a fraction collector or on-line to an LC/MS.
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µL sample. This corresponds to a 100-fold dilution factor for the 5-µL sam-
ple. In order to decrease the volume of the chromatographic peak, microbore
columns (15 cm X 1 mm) can be used, which typically require 1 |µL or less
of sample. Using this type of column the mobile-phase flow rate can be
reduced from 1 mL/ min to 40 µL/min. If the chromatographic peak width
is still 30 sec the peak volume is only 20 µL, resulting in a dilution factor of
only 4. Capillary electro-phoresis is another option because only a few nano-
liters of sample are needed. In general, the collection, handling, and injection
of microdialysis samples are important parameters to consider when choos-
ing which separation method to use and whether on- or off-line analysis is
appropriate.

E.  Issues Involving Mass Spectrometric Detection

If the ionic strength and pH of the perfusate do not match those of the
extracellular environment the physiological conditions will be perturbed.
Results from experiments performed under these conditions could then be a
product of factors that are not accounted for experimentally. While this can
be less important in a blood vessel than in the brain, where all processes are
affected by electrolyte levels, the perfusate composition is very important in
the reliability of the results. Analysis of microdialysis samples with mass spec-
trometric detection offers a special challenge because the high salt concentra-
tion of the dialysate could affect the sensitivity of the spectrometer.

The remainder of the chapter discusses microdialysis coupled to mass
spectrometric detection to both on-line and off-line methods, with an empha-
sis on analysis of drugs. Applications of microdialysis/mass spectrometry to
gas chro-matography (GC), liquid chromatography (LC), and flow injection
into the mass spectrometer are discussed. In particular, approaches to over-
come problems with introduction of high-ionic-strength dialysate into the
mass spectrometer are described.

II.  APPLICATIONS

A.  Off-Line Methods

1.  Microdialysis/GC/MS

One of the early methods for mass spectrometric analysis of microdialysis sam-
ples utilized gas chromatography with mass spectrometric detection (GC/MS).
Electron ionization is one type of ionization used for GC/MS. It is a “hard” ion-
ization technique, resulting in a high degree of analyte fragmentation. A softer
form of ionization, chemical ionization, is also available and often results in less
analyte fragmentation. Selected-ion monitoring (SIM) is used frequently with
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GC/MS to enhance the selectivity and signal-to-noise ratio of the MS detec-
tor [6–8].

Determinations by GC/MS for homovanillic acid [6], cocaine [7], and
ace-tylcholine [8] in microdialysis samples have been previously demonstrat-
ed. Even though GC/MS has the capability of separating, identifying, and
quantitating individual components of a complex sample, it can be somewhat
limited in its application toward microdialysis sampling. For example, micro-
dialysis samples frequently need to be cleaned up before introduction into a
gas chromatograph. Sample preparation can include lyophilization [8], extrac-
tion of analyte from the dialysate, and/or derivatization of the analyte [6–8].
Such steps are needed to remove nonvolatile species (particularly salt) from
the dialysate and to adequately volatilize the analytes of interest. Due to the
required sample handling and preparation, an on-line interface for microdial-
ysis/GC/MS has yet to be realized. Furthermore, such sample preparation
adds time and complexity to the determination, which is why GC/MS is rarely
used in conjunction with microdialysis sampling.

2.  Microdialysis/LC/MS

Electrospray (ESI) is the most popular ionization method used for microdial-
ysis/ LC/MS. Occasionally dialysate salts can clog the ionization source. To
avoid this problem, the dialysate can be collected off-line and extracted with
a C

18
i solid-phase extraction (SPE) cartridge [4]. Washing the dialysate with

3% (v/v) aqueous acetic acid and eluting with a methanol–water–acetic acid
solution can desalt the sample so that it does not affect mass spectrometer
performance. However, even after SPE, direct injection of the dialysate with-
out furtherv chromatographic separation can yield complex spectra by
LC/ESI/MS, due to the large number of metabolites formed in vivo. In the
characterization of a peptide mixture by LC/MS, Prokai and coauthors found
that after SPE followed by LC, three peptides coeluted [4]. Even though com-
plete separation was not observed after chromatographic separation, the par-
ent and metabolite peptides could be confirmed by deconvolution of the
mass spectrum to obtain relative molecular weights. A reconstructed ion
chromatogram (Fig. 4) shows the metabolites obtained from the primary pep-
tide, Dynorphin A 1-12. Fourier transform ion cyclotron resonance was used
to confirm the identities of the peptides in the mixture. Therefore, mass spec-
trometry can be critical in the identification of components in the presence of
poor chromatography.

Instead of SPE, another approach to managing the salt effect on the LC/
MS uses a valve to divert the unretained salts to waste, with the rest of the efflu-
ent directed toward the MS [11]. Using this shunt, along with quadrupole ion-trap
MS/MS detection, transport of the antipsychotic drug CI-1007 across the BBB
was investigated. Dialysis samples were collected every 30 min, frozen, and assayed
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Figure 4 Total ion current (TIC) (a) and reconstructed ion chromatograms
(b–g) from the gradient reverse-phase HPLC/ESI/MS analysis of the micro-
dialysates collected from rat striatum after perfusion of the probe with 100
pmol/µL of Dynorphin A 1-12 (Tyr-Gly-Gly-Phe-Leu-Arg-Arg-Lle-Arg-Pro-
Lys-Leu, YGGFLRRIRPLK) at 0.8 µL/min. HPLC conditions: 15 cm X 0.3
mm i.d., C18 reverse-phase column, 6.3 µL/min flow-rate, gradient elution
from 5 to 95% acetonitrile (0.1 to 0.05% TFA) at 2%/min. Reconstructed ion
chromatograms: (b) parent peptide: Dyn A 1–12 (M/Z 738.7, doubly charged);
metabolites: (c) Dyn A 1-10 (M/Z 618.3, doubly charged), (d) Dyn A 1-7 (M/Z 435.4,
doubly charged), (e) Dyn A 5-12 (M/Z 526.9, doubly charged), (f) Dyn A 1-5 (M/Z
556.7, singly charged), (g) Dyn A 6-12 (M/Z 470.4, doubly charged), (h) Dyn A 1-6
(M/Z 712.7, singly charged), (i) Dyn A 7-12 (M/Z 392.4, doubly charged), (j) Dyn A
212 (M/Z 657.3, doubly charged), and (k) Dyn A 1-11 (M/Z 682.3, doubly charged).
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within a week. The limits of detection were reported to be 1 ng/mL with this
method.

Using capillary LC/microelectrospray no additional sample cleanup was
necessary before triple-quadrapole mass spectrometric detection [12]. The
small volumes of dialysate injected did not affect the sensitivity of the mass
spectrometer. The development of microelectrospray and nanoelectrospray
interfaces has made the coupling of micro and capillary LC to mass spec-
trometry much more feasible. Thus, the low flow rates associated with capil-
lary and micro LC make ESI well suited for this approach.

Not only is sample cleanup an issue but also compensation for chemi-
cal noise in the mass spectra of the dialysate may be important in the charac-
terization of drugs [13]. To investigate the ability of a potent 5–HT

2a
antago-

nist to penetrate the blood–brain barrier the concentration of parent and
metabolite in rat plasma and brain was monitored with LC/triple-quadrupole
MS. Dialysis samples were collected over 10-min intervals and frozen until
analyzed. Plasma samples were collected from the jugular vein of the rat.
Selected-ion monitoring was compared with multiple-reaction monitoring
(MRM) for artificial cerebral spinal fluid (aCSF) fortified with parent (I) and
the desmethyl metabolite (II) (Fig. 5). Although a large background (Fig. 5d)
was observed with SIM for metabolite (II) in aCSF, multiple-reaction moni-
toring decreased the chemical noise by adding greater selectivity to the exper-
iment. Using MRM, the chemical noise in the blank perfusate was nearly iden-
tical for I and II because the tandem mass spectrometry eliminated the high
background ion current in the mass range of the metabolite.

Because protein-bound drug cannot diffuse through the dialysis probes,
the concentrations of I and II in the brain and plasma are representative of
the free drug. Figure 6 is a plot of the plasma and brain extracellular fluid con-
centrations of I and II on the same time scale. The parent compound is able
to cross the blood–brain barrier much more efficiently than the metabolite.
The lower limit of quantitation (LLQ) for each compound in brain dialysate
and plasma were 500 pg/mL and 1 ng/mL, respectively. Other applications of
atmospheric pressure ionization MS have been reported for drugs in dialysate
[14,15]. In one recent study, atmospheric pressure chemical ionization (APCI)
LC/MS resulted in attomole detection limits with a linear response over 4
decades for anandamide, an endogenous cannabinoid.

Thermospray ionization has also been used with quadrupole mass spec-
trometry to investigate the novel anticonvulsant topiramate in rat brain [16].
Topi-ramate crosses the blood–brain barrier and the concentration of the
drug remains in the micromolar range for more than 6 hr. Samples were collected
every 15 min over this time period, and the authors planned to analyze the dialysate
without further sample cleanup. Distilled water was used as the perfusion medium
to minimize the effect of dialysis salts on the mass spectrometer. However, it
is important to note that microdialysis is best performed with matching ionic
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strength and pH of the perfusate to that of the tissue or fluid being investi-
gated. If the salt concentration in the brain is perturbed with the introduction
of water through the probe, the drug levels could be altered. This is particu-
larly important for studies in the brain where electrolyte levels are critical to
brain function and where sampling is performed over an extended period of
time. Unfortunately, the use of water as a perfusion medium does not take
into account the sampling aspects of the experiment. The animal model, the
microdialysis system, and the analysis/detection are interdependent even with
off-line analysis and the method used should consider all three of these com-
ponents.

3.  Microdialysis/Capillary Electrophoresis/MS

Capillary electrophoresis/mass spectrometry (CE/MS) is a useful tool for bio-
analysis because it combines a highly efficient separation technique with a sensi-
tive and selective detection system. Because CE offers excellent mass sensitivity
but presents challenges when concentration sensitivity is needed, more sensitive
detection systems are required. As an example of this, preliminary results for

Figure 5 Chromatographic profiles obtained by following the analysis of CSF for-
tified with I and II. Both a and c were obtained following SRM analysis of aCSF
fortified to 50 ng/mL, whereas b and d were obtained following SIM analysis of
aCSF fortified to 50 ng/mL. The arrows in b and d indicate the time where the
divert valve was switched, directing the effluent flow to the mass spectrometer.
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analysis of γ–aminobutyric acid (GABA) in the rat brain by
microdialysis/CE/ MS [17] have been reported. Contaminant ions resulting
from poor electrospray ionization made it difficult to detect the protonated
GABA. The observed analyte signal was too weak for quantitation and future
work is needed to enhance the sensitivity of this method.

More success was obtained using on-line solid phase extraction before
offline analysis by capillary electrophoresis with matrix-assisted laser-desorp-
tion ionization (MALDI) MS [18]. Because microdialysis is a method used
for analysis of small molecules and peptides, MALDI is not used fre-
quently with microdia lysis sampling. Another disadvantage is that MALDI
cannot be used on-line with the separation because it is a vacuum ioniza-
tion technique. However, if the pep-tide is large enough (¢ 1000 Da)
MALDI can be useful. For the analysis of peptides in dialysate an appro-
priate separation is important before mass spectrometric detection. In a
comparison with direct sampling of dialysate in MALDI, capillary elec-
trophoresis provides the high efficiency separations necessary to resolve all

Figure 6 Semilogarithmic plot of plasma and brain ECF concentration time
profiles for I and II following 5-mg/kG iv dose administered to a rat. Note
that the brain ECF concentrations represent free concentrations, whereas the
plasma values represent the total drug concentration in plasma. The dashed
line indicates LLQ of I and II in the brain ECF taking into account the recov-
ery of the microdialysis probe.
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of the peptide fragments in a sample. On-line sample collection can be used
to improve recovery (Fig. 7). Because the salt content of dialysate can result
in band broadening in the capillary, samples were loaded onto a solid-phase
extraction device composed of a short length of electrophoresis capillary.
Salts were removed and the salt-free samples eluted onto the separation cap-
illary with organic solvent. After separation, the electrophoretic effluent was
deposited in I80-µm-wide spots on a coated cellulose target for MALDI. A
nitrogen laser with a spot size of 30 µ,m was focused on the target with 5 laser
shots/spot used for ionization. The system could be automated with com-
puter control of the plate movement, generating an image of the selected ions
by simultaneously recording MALDI signal intensities of multiple mass win-
dows. Migration times were reported by knowing the coordinates of the elec-
trophoretic bands with time. Up to 80 metabolites were identified with a limit
of detection of 10-11 M.

B.  On-Line Methods
1.  Microdialysis/Flow Injection/MS

In some instances, microdialysis sampling can be coupled on-line with mass
spectrometry without prior separation or cleanup with techniques such as GC
or LC. Continuous flow fast atom bombardment (cfFAB) has been used for
the ionization of microdialysis samples without prior sample preparation.
Coupling micro-dialysis directly to mass spectrometry via FAB was more fea-
sible with cfFAB because it provided for a more robust, efficient ionization
and prevented source fouling.

Caprioli and Lin first described this method for the characterization of
penicillin G in 1990 [19]. A diagram of the microdialysis/cfFAB experimen-
tal setup used is shown in Fig. 8. Dialysate was allowed to collect in a 20-µL
sampling loop via syringe pump. After collection, the injection valve was switched
and a high-performance liquid chromatography pump was used to deliver the
microdialysis sample to the mass spectrometer. Mass spectra of penicillin from
both a standard and an in vivo microdialysis sample (shown in Fig. 9) compare well.

One requirement of cfFAB is the presence of a matrix, usually glycerol,
to assist the ionization process. The matrix can be added to the system
through a coaxial sheath flow at the FAB tip [20] or by simply including the
matrix in the microdialysis perfusion liquid [19]. A coaxial sheath flow reduces
sample dilution and peak broadening that would normally decrease sensitivi-
ty. One problem associated with the matrix is that it creates a large abundance
of background ions, which can potentially interfere with analyte signal, reducing
overall sensitivity. Fortunately, matrix ions are predictable and can be subtracted.

The presence of salt in the dialysate decreases overall sensitivity due to the
formation of salt clusters at the FAB tip, decreasing the abundance of analyte
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Figure 7 The “on-line transfer, off-line analysis” process.
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ions and increasing chemical noise. The flow injection carrier stream provides
one solution to this problem because the salt is diluted upon entry into the
system [19]. Another method simply uses deionized water as the perfusion liq-
uid instead of a typical microdialysis perfusion liquid such as Ringer’s solution
[20]. This can be problematic because water creates an osmotic pressure drop
across the dialysis membrane, and as a result water can diffuse across the
membrane, potentially altering the physiology of the tissue being studied and
leading to erroneous data. Single-reaction monitoring (SRM) can also be
employed in order to decrease noise and to increase sensitivity.

The coupling of cfFAb to microdialysis can provide valuable pharmacoki-
netic information. The xenobiotic Tris(2-chloroethyl) phosphate (TRCP) was
used to compare the microdialysis/cfFAB technique with a conventional method
relying on blood withdrawal [20]. Figure 10 is a direct comparison between the

Figure 8 General experimental setup for the on-line analysis of drugs in the
blood of a live rat. The dialysate from a microdialysis device implanted in the
jugular vein of a rat is allowed to flow into the mass spectrometer at the CF—
FAB interface.
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microdialysis and conventional LC work, with the slopes of the log concen-
tration versus time plots for the two methods showing significant differences
from one another. A possible reason for this is that the microdialysis method
used anesthetized rats while the other used conscious, freely moving rats. It is
possible that the anesthetic used in the microdialysis experiment altered the
physiology of the animal, resulting in erroneous results. The use of conscious
animals for the microdialysis experiments could eliminate this discrepancy.

A second potential cause for the observed difference between the two
methods is related to the ionization of the sample. The presence of ions such
as Na+ can form adducts to the analyte, thereby reducing the abundance of
the (M+H)+ ion. The presence of (M<+Na)+ ions could not be observed
because MRM was used.

Third, an in vitro calibration, which does not necessarily provide a good
estimate of the recovery in vivo, was used for the microdialysis probe. In vitro
calibration is only an approximate calibration technique because it does not
always accurately represent what is happening in vivo. In addition, the efficiency
of the microdialysis probe can change over time as the biological surroundings
adjust to the presence of the probe. A final cause for the discrepancy could be
due to the method of sampling for the conventional analysis. Because blood sam-
ples were taken from the rat, fewer samples could be taken within a given time.

Figure 9 FAB/collisionally activated dissociation MS/MS negative-ion spec-
tra of penicillin G. (Upper) Spectrum taken from an in vivo analysis as shown
in Fig. 2. (Lower) Spectrum of the pure drug.
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Due to the smaller number of samples taken, the conventional sampling lacks
the ability to create an accurate curve of concentration versus time. In addi-
tion, the removal of blood can change the physiology of the animal, leading
to error.

2.  Microdialysis/LC/MS

The high ionic strength of the dialysate buffer is a substantial problem for on-
line microdialysis/LC/MS, where the samples go directly from the animal
through the analytical LC column to the mass spectrometer. A parallel bypass
column has been used with a six-port valve, allowing solvent containing the
inorganic salts to be voided to waste [21]. A similar setup is described in
Chapter 6. Although not required for electrospray experiments, a constant
flow can be maintained in the LC column by using the parallel “ballast col-
umn.” An automated system using this design ran experiments for 8 hr/day
for a minimum of 3 weeks without loss of mass spectrometer performance.
In addition, a switching valve was used to interface multiple microdialysis
probes for simultaneous analysis in both blood and liver.

Figure 10 Free concentration of TRCP in plasma versus time as observed in
one animal in the conventional studies (open circles) and one animal in the
microdialysis/MS/MS studies (solid squares).
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Figure 11 Experimental setup for analysis of substance P metabolism and its
metabolic fragments. Substance P was infused into the rat striatum through a
microdialysis probe at 0.3 (µL/min, and the probe was used both to deliver
and collect metabolic products. The microdialysate was sampled into a 10-
port valve, injected into a fused-silica C18 column, and washed with 2%
methanol–0.25% acetic acid. The peptides were eluted from the column with
50% methanol–acetic acid at 0.82 µL/min directly into the microelectrospray
source on the mass spectrometer by switching the valve back.
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Using capillary liquid chromatography with microelectrospray and
quadra-pole mass spectrometry can result in fewer problems with dialysate
salts [22]. Using a perfusion medium of a mock artificial cerebral spinal fluid
(KCL, NaCL, MgCl

2
, CaCl

2
, and phosphate-buffered saline at pH 7.4) analy-

sis of a peptide in the rat brain was performed with samples collected every
30 min. The perfusate was then directly loaded on-line from the injection
valve sample loop to a separation capillary (Fig. 11).

As with off-line microdialysis/LC/MS, APCI can be used for on-line
experiments [23]. However, so far experiments reported with APCI LC/MS
have used water as the perfusion medium in order to avoid problems with the
MS. In general, even though some problems may occur with ion suppression,
electrospray is the method of choice for any LC/MS work involving micro-
dialysis.

III.  CONCLUSIONS

Microdialysis coupled to mass spectrometry is a powerful technique for on-
and off-line analysis, providing information on pharmacokinetics, drug trans-
port, and metabolite formation. With the widespread availability of
LC/ESI/MS instruments there has been a shift toward liquid chromatogra-
phy and away from gas chromatography and flow injection. Electrospray is
the ionization method of choice for most applications and tandem mass spec-
trometry has grown in popularity. Thermospray and cfFAB applications have
been used with microdialysis, but are older, obsolete techniques.

While liquid chromatography, gas chromatography, and flow injection
are well-established techniques that are easy to couple to MS detection, devel-
opment of a simple and reliable sheathless electrospray CE/MS interface is
ongoing. As such, coupling microdialysis with CE/MS is a new area with
many possible advantages and applications. New mass spectrometric mass
analyzers such as the time-of-flight and quadrupole time-of-flight (Q-TOF)
instruments allow for the coupling of electrospray. Because the scan rate of a
TOP MS is much faster than that of a quadrupole, it will be much more suit-
able for the narrow peak widths of capillary electrophoresis. The use of new
mass spectrometers such as the Q-TOF will likely become more popular because
they will offer high scan rates, improved sensitivity, and better mass resolution.

Although mass spectrometry offers major advantages when the chromatog-
raphy is poor and analytes can be identified by their mass spectra, a problem is that
dialysate salts can affect sensitivity and stability of the analyte ionization. The
extent of this effect depends on the chromatographic properties and ionization
source conditions. The inclusion of a divert valve or extraction and cleanup of the
analyte from the dialysate is needed to compensate for this problem. The use
of water as a dialysis buffer can minimize ion suppression, but can result in
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misleading or erroneous results for brain microdialysis because the ionic
strength in the brain is critical to cerebral function. While this is less of a
problem for blood sampling, care must be taken when developing methods
that combine microdialysis and mass spectrometry.
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I.  THE FUTURE OF DRUG DISCOVERY REVISITED

Although there has been considerable pressure in the pharmaceutical indus-
try to make the discovery and development of new therapeutic drugs into a
routine and predictable venture, drug discovery remains a science and is still
subject to the uncertainties of that discipline. There are, however, apparent
trends that impact how the science will be conducted, with the aim of mak-
ing the discovery of drugs more predictable, consistent, and manageable.
These trends rely on a fusion of traditional and emerging biological disci-
plines in an effort to understand disease states (genomics) [1–4], develop
molecular targets (proteomics) [5], and evaluate drug candidates (pharmacol-
ogy, absorption/distribution/metabolism/excretion (ADME), metabolomics,
and the use of biochemical molecules as disease-state indicators). These
emerging disciplines provide value to drug discovery based on their contribu-
tions to the targeting, production, characterization, and selection of the best
candidate molecules.
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Because it is inefficient, dangerous, or extremely difficult to identify new
drugs without them, in vitro and in vivo models will continue to be used as
important tools for the selection process [6]. The ability to extract informa-
tion from drug-selection models is dependent on the availability of analytical
techniques to probe them. As a key enabling technology for drug discovery,
mass spectrometry is presently unparalleled in its applicability. As described in
the proceeding chapters of this book, mass spectrometry provides generally
high selectivity and sensitivity and can be either qualitative or quantitative in
nature. This powerful and unusual combination of capabilities has led to
widespread applicability of the techniques of mass spectrometry for assess-
ments of disease states, drug targets, and drug candidates in various models.
For the short and midterms, it is likely that the evolution of drug discovery
and mass spectrometry will be closely interlaced, with the needs and capabil-
ities of each area directly impacting the evolution of the other.

II.  TECHNOLOGIES AFFECTING INSTRUMENT USE

In a recent survey on instrument use in drug discovery and development [7],
improved software, computing power, and automation were the three technologies
cited as having the most impact on the future of analytical instrumentation. The
results of this survey, summarized in Fig. 1, also show that other instrumentation

Figure 1 Results from a recent survey of analytical instrument users [7] shows
the relative demand for improved technologies.
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improvements, such as networking, microfluidics, and Internet technologies,
were thought to have less of an impact. Although it represents a composite
view of a broad cross section of instrument users, this survey might not accu-
rately predict the future trends of instrument development because it neglects
an important aspect of future advances: innovation.

It has been said that incrementalism is the enemy of true innovation [8].
Despite the best attempts to manage it, true innovation does not come in a
predictable or steady way. Rather, it comes in spurts and starts, interspersed
with dry spells. It is possible, even likely, that the greatest impact on instru-
mentation advances will come from innovations that have not yet been dis-
covered, developed, or invented or from technologies that do not seem very
practical at the present time.

III.  NEW USERS BEWARE: DO NOT FORGET THE
FUNDAMENTALS THAT UNDERPIN ALL APPLIED
MASS SPECTROMETRY!

Recalling the introductory quote by Stewart (Chap. 4), it is fair to say that mass
spectrometry is in a constant state of change. It is worth remembering that
mass spectrometry is a science that is over 100 years old and that it was ini-
tially the domain of physicists before it moved into the hands of chemists.
The extended abstracts of the American Society for Mass Spectrometry [9]
for the past 15 years reveal that mass spectrometry has now moved into the
hands of a new group of scientists: those working on unraveling the struc-
tures and interactions of biological molecules. Recent discussions with “old
school” organic mass spectro-metrists identified a common concern: that
these new users would treat mass spectrometers as “black boxes” without
having (or wanting to have) a deep appreciation of the physicochemical
processes that give rise to mass spectra. Why is this an issue? Their answer is
that forgotten painful lessons may reappear and new classes of mass spec-
trometry experiments may turn out to be a ‘ ‘reinvention of the wheel.”

At present, drug discovery is one of the major vehicles for change in
mass spectrometry, with a constant need for faster and cheaper mass spec-
trometers able to analyze ever-smaller quantities of samples in complex mix-
tures and matrices. Occasionally, a revolutionary step such as electrospray is
made, the impact of which is still being felt as it opens up new avenues for
exploration (including fundamental questions as to how and why it works as
a method of transferring ions into the gas phase).

A number of obvious areas for growth in mass spectrometry, which
have built upon advances in the “fundamentals” of mass spectrometry,
include the following:
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1. Top-down sequencing of intact biomolecules [10,11], which may
reveal interesting high-order structural effects [12]. Note that funda-
mental advances in trapping instruments such as Fourier trans-
form–ion cyclotron resonance (FT-ICR) and quadrupole ion traps
have allowed such experiments to be contemplated. Key challenges
are evaluating the best ways of dissociating (collision-induced disso-
ciation (CID) or electron capture dissociation [10]) the intact protein
or DNA ions to provide as complete sequence coverage as possible,
assigning fragment ion structures and charge states, and developing
computer programs to collect and evaluate all the data. At present,
the ultrahigh resolving power of FT-ICRs show the most promise,
but the novel use of ion traps combined with ion–ion reactions offer
potential opportunities to develop cheap, portable mass spectrome-
ters able to characterize bio-molecules.

2. The observation of noncovalent complexes via electrospray ioniza-
tion has generated much interest. Further fundamental work is
required to address the question ‘ ‘do the gas-phase ions observed in
the mass spectra reflect what is going on in solution?” Although we
do not have a definite answer, probing the structures and properties
of gas phase noncovalent complexes is an exciting and emerging area.

3. Mass spectrometry methods to probe higher order structures of bio-
molecules is related to item 2 in that we can also ask how secondary and
tertiary structures might be preserved (or destroyed) on going from solu-
tion to the gas phase. This is also an emerging area and alternative probes
to CID (such as ion-molecule reactions) could play an important role.

4. Robust automation for structural determinations in combinatorial
chemistry [13]. Two-dimensional mass spectrometry [14] could be
regarded as the poor cousin of 2D NMR insofar as it has seen little
application to “real-world problems.” This could be a technique that
is ripe for exploiting structural elucidation in complex mixtures.

Perhaps the most exciting opportunities will be afforded when two tech-
nologies that have been developed to take advantage of electrospray ioniza-
tion will become more readily available. Specifically, these are (1) the new area
of ion-ion chemistry research, which is based on the study of the reactions of
high-mass multiply charged ions with ions of opposite polarity. This exciting area
not only opens up new reaction phenomenology but also offers applications to larg-
er bio-molecules [15]. (2) Ion-mobility mass spectrometry, which allows the separa-
tion of ions of the same m/z ratio in terms of their “shape” [16,17]. This is achieved
by injecting the ions into a drift tube where they are separated based on differences
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in mobility through a buffer gas. This technique is extremely versatile and also
has broad implications in both fundamental gas-phase chemistry (e.g., ion-
molecule reactions of “shape selected” ions) and applications (e.g., character-
ization of peptide/protein mixtures and combinatorial libraries) [18,19].

IV.  CHROMATOGRAPHIC SEPARATIONS AND MASS
SPECTROMETRY

It has become painfully obvious that most of the excellent approaches and
techniques that have been developed for use in liquid chromatography are not
applicable to liquid chromatography/mass spectrometry (LC/MS) with
atmospheric pressure ionization. Chapter 5 described the reagents and the
range of mobile-phase compositions that are compatible with electrospray
and atmospheric pressure chemical ionization (APCI), and these are limited to
volatile components that do not cause significant ion suppression. Certain
problems that are not significant with standard LC separations become diffi-
cult to deal with because of the limitations placed on the mobile phase by
atmospheric pressure ionization (API) LC/MS.

Because of these restrictions, one significant problem that has arisen for
LC/MS is the challenge to gain enough chromatographic retention for ionic
compounds so that they are sufficiently separated from early-eluting matrix
components. As described in Chapters 3,5, and 6, ion suppression can be
observed when an analyte coelutes with large amounts of salt or other ioniz-
able components. A strategy for avoiding this is to move the analyte peak(s)
to a position in the chromatogram where ion suppression is less pronounced.
Unfortunately, many common LC/MS mobile phases, such as acidified water,
are designed to promote ionization for basic molecules. This ionized state
decreases the capacity of reverse-phase LC columns, even with the weakest of
mobile phases.

Two classic liquid chromatographic ways to circumvent poor analyte
retention are the addition of ion-pair reagents [20] to the mobile phase or the
use of ion-exchange separations [21,22]. Neither approach is widely feasible
with LC/ MS. Ion-pair reagents are either nonvolatile (for example, alkyl sul-
fonic acids) or cause ion suppression to an unacceptable degree (trialkyl
amines). The currently available ion-exchange columns are not designed so
that acceptable retention can be achieved with compatible mobile phases
(mobile phases limited to ≤1% acetic or formic acid, or 1–25 mM ammonium
acetate over a 3 to 11 pH range with accompanying organic solvent). To this
end, it is expected that the introduction of ion-exchange sorbents (anionic
and cationic) and separations that are capable of providing adequate
capacity and acceptable chromatography for a wide range of ionic ana-
lytes will be forthcoming. Mixed-mode sorbents, containing ion-exchange
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and partitioning functionalities, are a possibility, but are more difficult to use
effectively with the limited liquid chromatography/tandem mass spectrom-
etry (LC/MS/MS) mobile phases.

V.  ALTERNATIVE SEPARATIONS FOR ATMOSPHERIC
PRESSURE IONIZATION MASS SPECTROMETRY

Several types of capillary separations, including capillary liquid chromatogra-
phy [23,24], capillary electrophoresis [25-27], and capillary electrochromatog-
raphy [27,28], have begun to emerge as alternatives to analytical-scale API
LC/MS. Several advantages and disadvantages, relative to analytical-scale sep-
arations, should be considered when choosing between separation techniques.

As advantages, capillary separation techniques demonstrate high separa-
tion efficiency. On occasion, the number of theoretical plates available from
these approaches has exceeded 1 million [29]. Also, very small sample vol-
umes, on the order of 100 to 0.5 nL, are needed for these techniques. This
can be an advantage for sample-limited situations, which are often encoun-
tered in bioanalysis. High mass sensitivity (the absolute weight of analyte
injected) can be achieved, as the narrow capillary concentrates the sample plug
and allows less opportunity for band broadening.

Capillary approaches have been shown to be useful for many chiral sep-
arations as well as achiral separations. For chiral separations, separation buffer
additives containing chirogenic centers (tecoplainin, erythromycin, van-
comycin, or cyclodextrans) have facilitated the resolution of enantiomers
[26,30,31]. Chiral capillary separations could readily be combined with mass
spectrometry because the volume of effluent moving from the separation
capillary to the ion source is small and makeup solvent is commonly added by
means of an union to stabilize the ion beam. Chiral capillary separations pro-
vide an attractive alternative to analytical-scale normal-phase separations
when using atmospheric pressure ion-ization mass spectrometry.

Some of the drawbacks of combining and using capillary separations
with mass spectrometry include the nonrobust nature of the capillary relative
to larger scale separations. Capillaries are more prone to clogging and can demon-
strate poor replication of analyte retention or migration time from injection to injec-
tion, especially with dirty biological samples. The physical stability of a capillary is
much less than that of a stainless steel column, and there is a great deal of skill nec-
essary to install and maintain them. Nano-flow ion sources, commonly used with
capillary separations, are not highly optimized at this time and require greater
attention than the more conventional ion sources [32]. If an ion source requires
makeup flow, some of the intrinsic sensitivity of the technique is lost because
of dilution of the analyte in the effluent flow. Although capillaries provide
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high-efficiency separations, there are some significant obstacles to their rou-
tine use. Because they are currently not robust, workhorse techniques, addi-
tional work appears to be needed before these approaches move from inves-
tigational to routine use.

VI.  IMMUNOAFFINITY SEPARATIONS WITH MASS
SPECTROMETRY

Immunoaffinity separations are widely recognized as having potential to
demonstrate more selectivity than any other condensed-phase separation
technique [33–35]. These separations are based on biospecific binding inter-
actions between an antibody, often chemically bound to an immobilized sup-
port, and a target molecule or antigen in the sample. See Fig. 2 for a repre-
sentation of this interaction.

The antibody is often an immunoglobulin G (IgG) that has been har-
vested from animal serum after stimulation of the immune response to the
target molecule (antigen). The antisera is harvested from the animal and puri-
fied by passing through an immunoaffinity column containing immobilized pro-
tein, such as protein A or protein G. To effectively induce an immune response,
the target molecule should be of a sufficiently large molecular weight (>2000 Da).
Small (<2000) target molecules can be made to better induce the immune response
by attaching them to a larger carrier protein such as porcine thyroglobulin or key-
hole limpet hemocyanin. After purification, the antibody is covalently immobilized

Figure 2 Conceptualized representation of a simple immunoaffinity separa-
tion. In this drawing, the antibody has been covalently immobilized to a sup-
port bead.
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onto a support that can be used in a simple chromatographic flow arrange-
ment for LC/MS. The immunoaffinity column is conditioned under physio-
logical conditions of pH and ionic strength, the sample is loaded, and the
matrix components are removed by washing with buffer, while the target mol-
ecules are strongly bound and retained during the washing process. To effect
elution, the immunoaffinity column is exposed to a solvent that reversibly
denatures the antibody and facilitates release of the target molecules, allowing
further separation or detection. A representative instrument configuration for
this is displayed in Fig. 3.

When combined with tandem mass spectrometry, capable of selectively
detecting a few analytes from the many that could be present, this approach
provides for unsurpassed analytical selectivity for difficult chemical problems
such as the study of drug–receptor binding [36] or the separation of complex
mixtures of proteins or peptides [37]. The detection approach can be imple-
mented in either on- or off-line formats. Alternatively, the purified antibody
can be immobilized on a matrix-assisted laser-desorption ionization probe to
allow direct application and characterization of a liquid sample containing the
target molecule [38].

The immobilized constituent can be a drug receptor protein containing
a binding site that emulates the site of pharmacological action. As described
in Chapter 7, combinatorial libraries can be screened by allowing drug candi-
dates to bind to the site in a chromatographic flow situation. These candidates
are then removed from the site by denaturization and are subsequently iden-
tified by a downstream mass-spectrometry experiment [39].

Although not widely used at this time, immunoaffinity separations have
also been shown to work with mass spectrometry in other ways as well. For

Figure 3 Schematic drawing showing the immunoaffinity
chromatography/reverse-phase chromatography/atmospheric pressure ion-
ization mass spectrometry experiment. System components are represented as
follows: P, HPLC pump; IAC, immunoaffinity column; HPLC, analytical col-
umn; MS, mass spectrometer with atmospheric pressure ionization interface;
DS, data system; and W, waste. Switching valves are represented as ⊗.
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example, it has been proposed that immunoaffinity chromatography/reverse-
phase chromatography/tandem mass spectrometry be used to elucidate the
metabolism of therapeutic proteins and peptides. An example of this [40]
demonstrated that the intact therapeutic peptide and a metabolite could be
selectively isolated from rat plasma and identified by mass spectrometry in an
on-line configuration. The selectivity of the immobilized antibody was such
that all peptides that retained a specific amino acid sequence (epitope) would
be bound and those peptides where the epitope has been broken apart or was
not present would flow to waste. This property of the antibody allowed the
peptide and a major metabolite to be selectively isolated.

Because of the time and effort needed to develop immunoaffinity
methodology (4 to 8 weeks typically needed to generate a purified antibody),
immunoaffinity separations are usually reserved for the more difficult separa-
tion problems in analytical chemistry. The shortened time scale of drug dis-
covery precludes their routine day-to-day use. The power of immunosepara-
tions in combination with mass spectrometry could see wider use as clever
solutions to difficult problems are needed.

VII.  FUTURE DIRECTIONS IN AUTOMATED SAMPLE
PREPARATION

Until recently, low throughput had been an area of concern in automated
sample preparation. In the early days of automated solid-phase extraction, an
average chemical analyst could out-produce an automated system and multi-
ple operator interventions were commonplace. Only since the early 1990s
have commercial parallel sample processing systems been available, with high-
er throughput 96-well systems having been available for about half that time.
With these systems, the throughput has exploded and the number of opera-
tor interventions, while not disappearing across the board, has decreased con-
vincingly. With many semiautomated systems that rely on a vacuum manifold,
such as the Tomtec Quadra-96, the Biomek 2000, and the Multiprobe, opera-
tor intervention between sorbent washing and analyte elution is still required
[41].

Because throughput continues to drive pharmaceutical analytical chem-
istry, future challenges in the automated solid-phase extraction workstation
realm could involve a combination of parallel 96-well liquid handling (as
demonstrated by the Tomtec Quadra-96) with fully automated extractions.
This total automation could include the method development steps such as
standard preparation and sorbent/solvent selection, removal of operator
interventions such as positioning of collection tubes, and injection of samples
into the chromatographic or electro-phoretic system. Along this line, it seems
inevitable that a dedicated solid-phase extraction workstation with all of these
features will appear by the year 2003.
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Beyond this practical and inevitable short-term picture looms the dual-
headed phantom of microfluidics and assay miniaturization [42–44].
Although not widely practical at this time, microfluidics and miniaturization
hold promise in terms of throughput advantages. Chip-to-mass spectrometry
interfaces are being developed in this way to meet the needs of emerging drag
discovery paradigms (for example, see http://www.abs-lcms.com). This tech-
nology could provide high-throughput sample assays for evaluating and char-
acterizing drug targets and drug candidates by combining microchip-based
separation devices with electrospray mass spectrometry. Although some suc-
cess has been achieved in these areas, enormous technical battles in the area
of separation and detection sensitivity need to be waged before this approach
can be practical. These battles will be won eventually and the resulting tech-
nology will allow automated solid-phase extraction on the nanoliter scale, with
thousands of channels being processed in parallel and total assay time shrink-
ing from hours to minutes or seconds.

The current trends indicate that automated sample preparation is now
more widely used than in the past. Much of this recent growth stems from
increased capabilities of commercially available workstations. In past years,
automated systems allowed analytical chemists to redirect time to other tasks
while maintaining approximately equal throughput with manual methods.
Newer workstations utilize a highly parallel processing approach to achieve
greater efficiency and dramatically improved sample throughput. Because they
can offer greater sample throughput than either on-line or discrete column
approaches, it appears likely that 96-well systems will supplant these other
approaches.

Near-term trends for automated sample preparation suggest that more
integrated, dedicated systems with decreasing operator intervention are on the
horizon. These systems would utilize parallel processing to maintain the high
sample throughput of today’s most efficient systems. For the longer term,
microfluidics and miniaturization could allow parallel processing to take on a
whole new meaning, as 96-well processing escalates to hundreds or thousands
of samples, as needed. Small sample volumes required by the accompanying
miniaturization will place great demands on detection sensitivity. The future
of automated sample preparation as an analytical growth area seems secure.

VIII.  STRUCTURAL ELUCIDATION FOR METABOLISM

It would be of considerable value to have metabolite structural elucidation available
at the earliest stages of drug discovery. This would allow a greater understanding of
clearance mechanisms of novel drug candidates and allow synthetic chemists the
opportunity to build greater stability into rapidly metabolized structures. To facili-
tate this, a fair amount of effort has recently gone into automated mass spec-
tral interpretation software [45]. These simple pattern recognition programs
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make use of full-scan spectral data collected from LC/MS experiments and
make approximate structural assignments (indication of hydroxylation, gluc-
uronide, or sulfate conjugation, etc.), based on the observed m/z ratios for
unknowns. Comparisons to blank samples are also made to build additional
reliability into the assignment.

A simple example of this process is for a chromatographic peak corre-
sponding to a drug with a molecular weight of 350. In the positive ion spec-
trum, a base peak of 351 would be observed. Observation of a chromato-
graphic peak with a mass-to-charge ratio of 367 suggests a hydroxylation
reaction. A follow-up experiment would be to perform CID as a check that
the fragmentation for the compound is consistent with the hydroxylated
metabolite. Additional confidence can be built into this set of experiments by
using the exact mass capabilities of time-of-flight (TOP) instrumentation,
such as the quadrupole-TOF configuration.

This quick and approximate qualitative approach can readily be auto-
mated. It does not, however, compensate for the possibility that the ionizable
groups can be lost from the molecule during metabolism. Some poorly ion-
ized compounds can be completely missed, thereby confounding metabolic
structural elucidation. In addition, unless the structure is very favorable, posi-
tional isomers cannot be distinguished.

A stronger approach to this process is to combine LC/MS with anoth-
er universal and information-rich detection technique such as proton NMR.
The combination technique of LC/NMR/MS has a higher information con-
tent than either technique alone. Some of the sensitivity and flow-related
problems associated with flow stream NMR techniques are now starting to be
addressed [46].

IX.  ASSAYS FOR BIOCHEMICAL INDICATORS
OF DISEASE STATES

A difficult challenge in discovering and developing human pharmaceuticals is
to ascertain their efficacy. Traditionally, this question has only been answered
very late in preclinical development through the use of animal efficacy mod-
els or in costly clinical trials that are very demanding of time and other
resources. More recently, it has been found that the monitoring of appropri-
ate molecular entities that are biochemically indicative of a disease state has
been valuable in determining the ability of a potential drug to impact a dis-
ease [47]. Historically, the most significant impediment to providing time-
ly efficacy evaluation from a biomarker was the time needed to develop the
bioanalytical method. Therefore, biomarker characterization was typically
relegated to end-stage discovery and utilized to select which of two or
three potential lead candidates was apparently most efficacious. Clearly, if
efficacy information is to be available for early discovery decisions,
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such as compound and dose selection, then more readily available biomarkers
and analytical methodologies for them are necessary.

Because of the high intrinsic sensitivity and selectivity of LC/MS/MS,
analytical method development time for small molecule biochemical markers
has been shortened from weeks or months to hours or days. Quantitation lim-
its also have been lowered by 1 to 2 orders of magnitude, in some cases, rel-
ative to other established methodology, such as high-performance liquid chro-
matography (HPLC) with absorbance detection. With the capability of dis-
tinguishing differences in the characteristic mass of each analyte, mass spec-
trometry imparts a degree of specificity that classic chromatographic detec-
tion or enzyme assays cannot normally achieve.

An example application of LC/MS/MS has recently been reported for
two compounds, pyridinoline (Pyd) and deoxypyridinoline (Dpd), that have
been proposed as potential biomarkers for drug efficacy in collagen degrada-
tion models [48,49]. These pyridinium cross-links, formed during maturation
of extracellular collagen fibrils, have been reported to offer a quantitative
approach for estimating bone degradation as well as tissue collagen content.
While Pyd is present in bone, cartilage, and soft tissues, Dpd is primarily
restricted to bone collagen. Pyridinoline and deoxypyridinoline from bone
collagen are excreted into urine as free (~40%) and peptide-bound (~60%)
forms. The availability of a facile bioanalytical method is allowing new chem-
ical entities to be evaluated as possible treatments for osteodegeneration. As
they are administered in an efficacy study, the Pyd and Dpd levels are deter-
mined and can give a preliminary indication of how well the drug candidates
work at an unusually early stage.

Atmospheric pressure ionization LC/MS has several distinct advantages
over other more established quantitative approaches for these biochemical
markers. The HPLC/fluorescence methods that have been reported require
involved sample preparation, analyte extraction, and long chromatographic
run times and are prone to interferences. The reported enzyme assays are less
selective in that they cannot differentiate between the two compounds in a
single run. Pyridinoline must therefore be quantified by difference. The API
LC/MS/MS approach has allowed for a decrease in chromatographic run
time, a streamlining of the sample preparation approach (dilute/inject as
opposed to extraction), and a decrease in the analytical run time, while allow-
ing simultaneous determination of both components.

Biochemical markers are gathering interest as early indicators of drug
efficacy. Mass spectrometry techniques will continue to be applied to the
quantitation of those discrete small-molecule chemical entities that can indi-
cate disease or treatment states. The science of developing suitable surrogates
is developing rapidly and mass spectrometry will be increasingly challenged by
the imposing sensitivity requirements needed to make these advances possi-
ble.
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X.  CONCLUSION

Our ability to study the physical and biological world has become closely
linked to the capabilities of our instrumentation. As instrumentation
improves, so do our abilities to make observations. The evolution of mass
spectrometry instrumentation and drug discovery have become intertwined,
so that many of the advances in the instrumentation have arisen because of a
demand for throughput, sensitivity, or a need to perform chemical analysis
with respect to a given pharmacological problem. This symbiosis appears des-
tined to continue and should provide many fruitful benefits for both mass
spectrometry instrumentation and drug discovery. Although many evolution-
ary changes have been forecast, it is possible, perhaps even likely, that the
most important innovations have yet to be recognized or devised.
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