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Preface

The next frontier for mass spectrometry (MS) lies in medicine. This book provides
evidence for this proposition and will help to realize it. Over the past 25 years, MS
and its accompanying technology, has been driven to a significant degree by the
aim of achieving successful application to all classes of biological molecules. It is
worthwhile to consider this objective and the methods used to achieve it, in part
because it embraces many of the results recounted in this text. Such a retrospec-
tive also provides guidance for the future as to the likely course of developments
in MS as it engages ever more directly with the medical sciences and with clini-
cal practice.

The main objective which has driven MS over the past quarter century was re-
freshingly clear-cut . . . it was the desire to ionize any type of molecule and to ob-
tain characteristic molecular mass and structural information with which to
achieve identification. The result of this focused effort was the development of
ionization methods applicable to an immense variety of chemical and biochemical
molecular types, present in samples encompassing an array of physical states.
Complementary technology was developed to allow the dissociation of particular
ions so as to provide structural information from the characteristic fragmentation
processes. The successes in ionization are evident from the large amount of space
devoted to electrospray ionization (ESI) and matrix-assisted laser desorption ion-
ization (MALDI) the standard methods for analyzing biomolecules in solution
and in the condensed phase, respectively. Chapter 6 includes basic coverage of the
ionization methods; their applications are to be found in many other chapters
throughout the text. The same chapter introduces the different types of mass ana-
lyzers used in mass spectrometry; these devices are based on various physical
principles and have complementary advantages. Each has legions of supporters.
The successes achieved in developing methods of producing characteristic frag-
ments from specific compounds are dependent on the ability to carry out tandem
mass spectrometry, (MS/MS), that is, the ability to perform experiments on spe-
cific mass-selected ions. These experiments often involve collisions of ions with
neutral atoms or molecules (collision induced dissociation) but there is strong
interest in alternatives such as those in which dissociation is a consequence of
electron capture (electron capture dissociation, ECD) or electron transfer (electron
transfer dissociation, ETD). These techniques have developed rapidly in the past
few years and are widely applied to the characterization of proteins.

The technologies described here have had major effects in developing new par-
adigms in biology. The mass spectrometry developments, in conjunction with
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chromatographic methods which achieve sample separation and automated
introduction into the mass spectrometer (described in Chapter 5), have led to great
success is characterizing and quantifying proteins (the topic of Chapter 8). The
method of protein sequencing in which they are degraded to peptides and the pep-
tides are sequenced by MS/MS (the “bottom up” methodology) is one of the out-
standing achievements of modern mass spectrometry and biology. This, and other
contributions from mass spectrometry, has played a key role in the birth of the field
of proteomics. The subject is taken up in detail in several chapters (Ch. 8§-10, 15)
with appropriate emphasis on the need for greatly enhanced methods of automated
data handling and interpretation.

The related topics of metabolomics and lipidomics (Chapter 11) are also, in sig-
nificant part, outgrowths of research and developments in mass spectrometry. This
text contains fascinating chapters on the applications of mass spectrometry to a
variety of problems including for example drug and drug metabolite monitoring,
(Chapter 13), a classic field in which chromatography and mass spectrometry are
used in combination for quantitation of trace amounts of specific compounds in
complex biofluids. Similarly the treatment of infectious pathogens (Chapter 14)
presents the range of application of mass spectrometry and its growing potential
to contribute to clinical diagnostics. There are few more striking examples of this
latter application to neonatal screening (Chapter 16), an application that relies on
MS/MS methods.

In considering these and other successful applications of MS to biological sam-
ples it is worth noting that some objectives have not been fully realized. This
means that there is considerable room for future advances. Notable among unre-
alized objectives are:

(1) Ionization is inefficient, never more than 0.1%; (ii) The dynamic range of
MS is limited in real (complex) sample analysis; (iii) The application of MS to chi-
ral and other stereoisomers has been limited; (iv) Quantitative analysis is achieved
by methods that are strongly dependent on solution chemistry and which are slow
and relatively expensive. In spite of the strong progress in applying mass spec-
trometry in some areas of medicine and biochemistry, there are other areas in
which much more progress can be and is likely to be made in the future. Areas ripe
for progress include (i) Nucleic acids, a subject in which extensions of the molec-
ular weight range has been far less successful than in the protein area; (ii) Protein
complexes, currently an emerging area as instrumentation and methods capable of
providing high quality data at high mass become available; (iii) Lipids, where the
complex structure/fragmentation patterns have been incompletely elucidated;
(iv) Glycoproteomics and (v) Quantitative proteomics, especially for low copy
number proteins.

The retrospective discussion which this Preface has followed provides a vantage
point for attempting to discern likely significant future developments. The trends
and achievements just noted refer to the application of mass spectrometry to
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traditional qualitative and quantitative analysis of biomolecules, albeit biomolecules
in complex solutions. There are other, quite different ways in which mass spec-
trometry might in future be useful in medicine. The driving forces for the next stage
of development of MS and its applications to medicine include the following:

Imaging mass spectrometry
In situ mass spectrometry
In vivo mass spectrometry

These new tools will allow applications of MS in medicine which go far be-
yond biochemistry (and far deeper into biochemistry) to include pathology and
forensics and clinical diagnosis. Brief consideration of each of these topics is
worthwhile.

The use of mass spectrometry to create molecular images of the distribution of
compounds in biological material, discussed in Chapter 24, is an experiment that
has rapidly come to the fore in the past decade. There are (as is so often the case in
mass spectrometry) several different ways to do the experiment, including MALDI
imaging and secondary ion mass spectrometry. These are not rapid experiments but
they provide remarkable spatial and chemical resolution and are beginning to con-
tribute significantly to the discovery of biomarkers for disease. In respect to the
second item, mass spectrometers have generally been designed for the lab environ-
ment, not the bedside or operating room. However, a new generation of miniature
mass spectrometers is emerging with capabilities for biomolecule analysis; such in
situ instruments may well be major drivers of future progress in clinical practice.
The third of these capabilities—in vivo experiments using mass spectrometry—is
yet to be realized. However, the conjunction of new ionization experiments in
which the sample is in the ambient environment—especially the desorption elec-
trospray ionization (DESI) method—with the emergence of miniature mass spec-
trometers makes this a credible objective.

Graham Cooks

Henry B. Hass Distinguished Professor
Department of Chemistry

Purdue University
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Chapter 1

Introduction

AKOS VERTES** and KAROLY VEKEY"!

AW. M. Keck Institute for Proteomics Technology and Applications, Department of Chemistry,
The George Washington University, Washington, DC, USA
"Chemical Research Center, Hungarian Academy of Sciences, Budapest, Hungary

Mass spectrometry took the biomedical field by storm. The cross-fertilization of
these fields was sparked by the confluence of technological development in novel
ion sources during the late 1980s and the mounting needs for accurate molecular
analysis in biology and medicine. Although the existing technologies at the time,
e.g., gel electrophoresis and high-performance liquid chromatography, were
simple and ubiquitous, the accuracy of the obtained information was insufficient
and the data were slow in coming. For example, gel-based separations could
determine the molecular weight of unknown proteins, but the results were reported
in kilodaltons. Identifying a protein as a 10-kDa molecule through gel
electrophoresis left ~10% or up to 1 kDa uncertainty in its size. Thus, exploring
crucial posttranslational modifications, key regulators of protein function, was not
a simple matter.

At the same time, mass spectrometry offered exquisite details on the mass and
structure of small (<5000 Da) molecules but was unable to efficiently ionize larger
ones. The dilemma of the mid-1980s is illustrated in Fig. 1. The results of a two-
dimensional gel electrophoresis separation of kidney proteins showed a wealth of
information in the >5000 Da range. Results from mass spectrometry, however, left
off all molecular species in this region. The lack of efficient ion sources for these
molecules started a decade-long race to produce gas-phase ions from ever larger
molecules. This quest culminated in the discovery of electrospray ionization (ESI)
and matrix-assisted laser desorption ionization (MALDI) by the end of the decade.
Almost overnight, molecules with masses in excess of 100 kDa could be studied by

*Corresponding author. Tel.: +1-202-994-2717; Fax: +1-202-994-5873.
E-mail: vertes@gwu.edu (A. Vertes).
'E-mail: vekey @chemres.hu.
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Fig. 1. Gel-separated proteins in human kidney from the SWISS-2DPAGE database (http:/
www.expasy.org/swiss-2dpage/). In the early 1980s, detecting any species above ~5000 Da (right to
the dashed line) was an insurmountable challenge for mass spectrometry. Yet gel electrophoresis
showed that a wealth of information was available on crucial biomedical species in this region. The
lack of efficient ion sources for these molecules started a decade-long race to produce gas-phase ions
from ever larger molecules.

mass spectrometry. The ensuing interest reordered the landscape of mass spec-
trometry and laid the foundations of new scientific disciplines (e.g., proteomics).

In the wake of these discoveries, established instrument manufacturers (pro-
ducing sector instruments) became marginalized and others that were quick to
embrace the new technology rose to prominence. The opportunity to explore large
biomolecules attracted the attention of academia, government, and industry alike.
On the scholarly level, the new insight promised a vastly improved understanding
of the molecules of life. On a practical level, it enabled the design of smart drugs
that specifically targeted the cellular processes related to a particular disease.

It is anticipated that in a few years mass spectrometers will be routinely used in
clinical settings. With the availability of dedicated instrumentation and the expand-
ing discovery of disease biomarkers, diagnostic laboratories will increasingly turn
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to mass spectrometric methods. Assessment of treatment efficacy and monitoring
of patient recovery will also be aided by this technology. At the research level, mass
spectrometry is fast becoming an indispensable tool for the biomedical profes-
sional. The current generation of medical students and biologists are being trained
through their regular degree education in this highly technical field. Training work-
shops, certificate courses, and continuing education are trying to fill the gap
between the increasingly sophisticated new techniques and the limitations of tradi-
tional training in bioanalysis.

Fuelled by the emergence of new disciplines, e.g., proteomics and bioinformat-
ics, there is a rapidly increasing demand for advanced information both in
laboratory and in classroom settings. Publishers are scrambling to fill these needs.
For example, in 2001 and 2002, there were ~19 new volumes published in the field
of proteomics alone. Although some of these publications are excellent in convey-
ing the latest information and techniques, most medical professionals and biologists
need a more introductory treatise. Indeed, based on surveying the general field of
mass spectrometry in the life sciences, this seems to be a significantly underserved
niche in these publications. With a few exceptions, there are no mass spectrometry
books published specifically dedicated to biomedical professionals.

The structure and the content of this book targets readers at the full spectrum of
the advanced student—professional—specialist level. For example, parts of the book
were successfully adopted as a high-level text in the Genomics and Bioinformatics
Masters Program at the George Washington University (e.g., in the course
“Fundamentals of Genomics and Proteomics”) and in our doctoral programs. In
addition, various courses offered by the Department of Chemistry (e.g., “lons: Wet
and Dry” and “Mass Spectrometry in Life Sciences”) capitalized on the text.
Although online learning technologies enhance the student experience, the avail-
ability of a comprehensive text is of great help. Owing to its broad scope, the book
can also serve as a desk reference for professionals and specialists.

Producing this volume amidst the vigorous development of a continuously
evolving field, even with our excellent group of contributors, was a challenge.
Like in any emerging field, in biomedical mass spectrometry there are “childhood
diseases” associated with the employed tools and the methods themselves.
Sometimes inappropriate technology is being developed or legitimate approaches
end up in inefficient combinations. For example, biomarker discovery with low-
resolution mass spectrometers can produce less than convincing data. In other
cases—no names are named here—enthusiastic investigators overinterpret their
data and “discover” long-sought biomarkers. Although these cases can be embar-
rassing, the natural evolution of the discipline is sure to correct such blunders.
These problems are common in emerging and fast-growing fields everywhere and
cannot subtract from the tremendous value produced by the interaction of
biomedical fields and mass spectrometry. Therefore, we ask the reader not to look
at this book as a finished picture but as the beginning of a long movie.
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We made sure that the areas that are mature, such as the foundations of mass
spectrometry and its application as a research tool in the medical fields, are
thoroughly and accurately discussed. The clinical applications relevant for the
practicing physician at the bedside (with the exception of pediatrics) are still in
their infancy with only tentative and fragmented information available. Some of
the related chapters were written by medical professionals who summarized the
available information and lent their unique perspective to these chapters.

The book is built of five main parts. In the first part, essential information on
analytical concepts and mass spectrometry is summarized. Specifics of the ethical,
legal, and safety aspects of medical research are also included here. The second
part focuses on four essential tools of the trade: biomedical sampling, separation
methods for complex mixtures, a broad foundation in mass spectrometry, and the
chemoinformatics principles used in data analysis. The next part demonstrates
how to use mass spectrometry for select classes of biomolecules. Here we mainly
focus on peptides and proteins, as these are the molecules that have primarily
driven the field. Following short introductions to proteomics, de novo sequencing,
and the related bioinformatics, the application of mass spectrometry in lipid
research is discussed. Clearly, there are numerous other compound groups that
could have been included here. Metabolomics, the systematic study of small mol-
ecules in living organisms, or glycomics, the field specialized on oligosaccharides,
would also deserve their chapters. Unfortunately, we failed to convince the experts
in these fields to contribute, so these chapters have to wait for future editions.

The main body of the book in part four is devoted to selected medical applica-
tions. Here too, originally we wanted to secure a chapter for every major medical
discipline. However, this did not quite work out. Some medical fields are slower
to adapt new technologies than others. At the outset, some are less amenable to the
application of mass spectrometry. Most fields are still researching the utility of
mass spectrometry, i.e., the methods are not yet in the hands of clinicians.
Eventually, we worked out a tradeoff. We asked some top scientists to write about
their fields of specialization and some practicing doctors to summarize the various
medical applications from their point of view. The concluding part of the book
gives a glimpse of some emerging areas including biomarker discovery and
molecular imaging by mass spectrometry. These exciting applications promise to
revolutionize medical diagnostics and drug development.

We envision that in the not-too-distant future clinical laboratories will augment
their microscopes, centrifuges, and Coulter counters with oligonucleotide micro-
array readers and mass spectrometers. As genetics and proteomics are making
headways into the decision making of practicing physicians, we hope that this
volume can be of help along the way.



Medical Applications of Mass Spectrometry
K. Vékey, A. Telekes and A. Vertes (editors) 7
© 2008 Elsevier B.V. All rights reserved

Chapter 2

Basics of analytical chemistry and mass
spectrometry for medical professionals

KAROLY VEKEY®* and ANDRAS TELEKES®

4Chemical Research Center, Hungarian Academy of Sciences, Budapest, Hungary
National Institute of Oncology, Budapest, Hungary

1. Introduction 7
2. Terms and definitions

3. The analytical procedure 11
4. A case study: analysis of plasma sterol profile 14
5. Mass spectrometry 16
Reference 18

1. Introduction

In medical sciences, emphasis is increasingly placed on instrumental techniques
and accurate, quantitative measurements. It is especially apparent in diagnosis,
where imaging techniques and laboratory results have became invaluable and
compulsory. Breakthroughs in biochemistry made it possible to characterize phys-
iological processes and living organisms at the molecular level. This led to a
proliferation of, e.g., DNA tests and the use of biomarkers in daily clinical practice.
Characterization of molecular structure and determination of the composition of a
mixture are the fields of analytical chemistry and analytical biochemistry. There is
no clear borderline between them; in the following discussion both will be indicat-
ed as analytical chemistry. In a medical environment, this shows a large overlap
with laboratory analysis.

The objective of analytical chemistry is to determine the composition of a
sample. It means the identity, molecular structure, quantity, and concentration of in

*Corresponding author. Tel.: +361-438-1158; Fax: +361-438-1157. E-mail: vekey @chemres.hu.
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principle all, but in practice some, components of the sample. In most cases we are
dealing with complex mixtures, such as blood, urine, or tissue. Complete chemical
analysis (identifying and quantifying all components) in such a case is not
required, but is not even possible with current technologies. Typically either a few
target compounds or a wide range of a given class of compounds (e.g., proteins)
are detected, identified, and possibly also quantified. Classes of compounds (e.g.,
total protein content) may also be measured, while in other cases minor structural
deviations (such as single nucleotide polymorphism) are characterized. In applica-
tion fields, like in most pharmaceutical analyses, all compounds above a certain
threshold (e.g., 0.1 or 0.01%) need to be accurately characterized.

In chemical and biochemical analysis first a given compound needs to be
identified and its structure determined. Structural studies are most often performed
by spectroscopy (mostly nuclear magnetic resonance (NMR) but also IR or UV),
X-ray diffraction, or mass spectrometry, although a large number of other
techniques are used as well. There are techniques (notably NMR and X-ray
diffraction) capable of determining the structure of molecules with no or minimal
prior information (up to approximately 1000 Da molecular mass), but these
typically require a relatively large amount of pure compound (e.g., 1 mg). Other
methods for structure determination, such as IR, UV spectroscopy, or mass spec-
trometry, also yield valuable structural information, e.g., mass spectrometry is
excellent for protein sequencing. These latter techniques have the advantage of
requiring less sample (even 107° or 10~'? g may be sufficient) and are well adapt-
ed to deal with complex materials (e.g., plasma). Structure determination of
macromolecules is more challenging, usually requiring the use of several different
methods in combination.

Identification of known compounds is less demanding than the structure
determination of an unknown. It is also based on molecular characterization, e.g.,
spectral features (as discussed earlier), chromatographic retention time, and
comparison with standards of known structure. The reliability of identification is a
critical issue. Several decades ago the chromatographic retention time itself was
often accepted as proof of identification of a compound. It is no longer the case, as
various examples of false-positive and false-negative results were found. The
current trend is to require more and more detailed and specific information before
identification of a compound is accepted. For example, besides retention time,
mass spectra and/or accurate mass measurements are also needed.

Following identification of a given compound, its amount (or concentration)
needs to be determined as well (quantitation). As a given sample may contain
thousands of different compounds in widely differing amounts, this is not a trivial
task. Instead of structure identification and quantitation, often the biological effect
(such as enzyme activity) is measured in the biomedical field. In many cases
measurement of biochemical activity and chemical analysis are performed in
parallel.
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Analytical techniques yield information on sample composition at a given time—
usually at the time of sampling (e.g., taking of blood). Time dependence of
molecular concentrations can also be followed, like in pharmacokinetics, where
changes in plasma concentration of a given drug are determined. These are usually
performed as a series of measurements on samples taken at different times.
Alternatively, continuous monitoring of molecular concentrations may also be
performed. In most cases homogenized samples are studied, where spatial
information is lost. Occasionally the sample may relate to a particular position
(like the central or outer part of tumor growth), but modern analytical techniques
are capable of delivering molecular imaging as well (a usually two-dimensional
distribution of a given molecule in a slice of tissue). These are particularly
important to characterize physiological and metabolic processes. Time-dependent
studies and molecular imaging not only can yield information on the state of
health of a given person but also may shed light on the development of disease and
on physiological processes.

2. Terms and definitions

Various terms, definitions, and concepts are needed to discuss analytical results.
The amount of material is measured in weight (grams, milligrams, etc.) or in
molar amounts (e.g., micromole or wmol). Concentration is also significant,
measured in weight/weight, weight/volume, mole/weight, or mole/volume units
(e.g., mg/g, pg/l, pmol/g, or nmol/1). Concentration can also be specified as molar
solutions (e.g., millimolar, indicated as mM), which indicates x millimoles of sam-
ple per liter of solution. Concentration may also be given as parts per million
(ppm), parts per billion (ppb, 1:10%), or parts per trillion (ppt, 1:10'?) values (this
usually refers to weight/weight, but depending on context it may also mean
mole/mole ratios).

Among the most important characteristics of an analytical process are sensitivity
and selectivity (or specificity). Sensitivity means how large signal is obtained from
a given amount of material and what is the signal intensity compared to the noise
(S/N ratio). Noise may be due to imperfect instrumentation ( “instrument” noise due
to the noise of electric circuits, scattered light, etc.) and due to “chemical” noise.
The latter is due to a background of signals originating from various molecules
present in the mixture, which interfere with analysis of the target compound(s).
Even in very clean samples there are usually a large number of compounds in low
concentration, e.g., an “ultra-pure” solvent also contains trace-level impurities.
Improving instrumentation reduces instrument noise significantly, but does not
reduce the chemical noise, which is becoming the major obstacle while improving
sensitivity. The chemical noise can be reduced by increasing the selectivity, as
discussed below.
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Sensitivity can be related to sample amount but more often it relates to concen-
tration. It is closely connected to the limit of detection (LOD), e.g., 10 pmol LOD
means that we need at least this amount of compound for detection. “Detectable”
is usually defined as a given (typically 3:1) signal-to-noise ratio. The limit of quan-
titation (LOQ) is a similar term, meaning the minimum amount of compound that
can be accurately quantified (usually at least 10-20% accuracy is required). LOQ
is always larger than LOD, and is often defined as a 10:1 S/N ratio. Sensitivity
depends not only on the analytical process and instrumentation but also on the
matrix (i.e., whether the target compound measured is dissolved in a pure solvent
or plasma). Sensitivity often deteriorates when a complex matrix is used; a 100-fold
decrease in sensitivity due to matrix effects is not uncommon.

This brings us to another topic, selectivity (or specificity). This characterizes
how well a compound can be measured in the presence of other compounds or in a
complex matrix. The signal of various compounds interfering with analysis can be
separated from that of the studied compound by increasing the selectivity. In an
analogous way, increasing selectivity typically reduces the chemical noise (and
therefore decreases detection limits). The specificity needed depends on the
problem studied and also on the matrix used (e.g., plasma or tissue). Selectivity is
a particularly critical issue in studying isomers (e.g., measuring lathosterol in the
presence of cholesterol). To increase selectivity, the sample often needs to be
separated into several fractions or specific detectors must be used. Increasing
selectivity may require the use of expensive and time-consuming analytical
methodology, and can be increased often only at the expense of sensitivity. Most
often a compromise is necessary among sensitivity, specificity, and the cost of
analysis.

The quality and reliability of the obtained result are always of prime interest. In
research, one has to establish (and maintain and prove) the reliability of analysis;
in many cases (in the majority of clinical and pharmaceutical applications) one has
to comply with regulative and administrative requirements as well. The latter
requirements are often in the form of good laboratory practice (GLP) requirements,
analogous to good clinical practice in a hospital environment.

Quality of analysis is characterized by accuracy, precision, reproducibility, and
repeatability. Accuracy is the degree of agreement of a measured quantity to its
actual (true) value. Unfortunately, in the biomedical field, the “true” values are
often not known. To overcome this problem, a “consensus” value is often used.
This does not necessarily represent the “true” value (of a given property of, e.g., a
well-defined standard sample), but is an estimate of the “true” value accepted by
the scientific community. In such a case accuracy is defined as the degree of
agreement of a measured quantity to its accepted “consensus’ value. The object is
to make results obtained by diverse techniques, methodologies, and laboratories
comparable. Precision characterizes the degree of mutual agreement among a
series of individual measurements under the same conditions. Repeatability and
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reproducibility are similar to precision, but are more narrowly defined. All are
statistical parameters, usually expressed in units of standard deviation or relative
standard deviation. Repeatability relates to the standard deviation of a series of
replicate measurements performed by the same person, using the same instrument,
and under the same conditions. Reproducibility is also the standard deviation of a
series of replicate measurements, but in this case different persons and different
equipments may be involved. Validation is also a commonly used term (most often
used in chromatography and in the pharmaceutical industry). This refers to
establishing evidence that a given analytical process, when operated within
established parameters (i.e., using solvent composition with 1% reproducibility),
will yield results within a specified reproducibility. Robustness is a related term
indicating the resilience of a method when confronted with changing conditions.

Speed is another characteristic of the analytical process. One aspect is sample
throughput, which may vary from one sample per week to thousands or millions of
daily analysis. Another aspect is the time delay between sampling and obtaining the
result of analysis. Chemical and biochemical analyses are usually fast and typically
require seconds or hours to perform. This is in contrast to several biological tests,
which often need time (days) for growing bacterial cultures. This time delay may
be a significant factor for selecting proper treatment in serious illnesses.

The cost of analysis is also of critical importance, which is closely related to the
number of samples analyzed. Development of analytical techniques is always
expensive and time-consuming. This is the major part of the total cost when
analysis of only a “small” number of samples is required. Analysis of 10-100 sam-
ples or 10 samples per month is usually considered a “small” number compared to
more than 1000 samples or 100 samples per month (“high throughput”), although
analysis of 100,000 samples per year is also not uncommon. When analyzing large
number of samples, the major part of the cost comprises labor, consumables, and
instrument time, usually in this order. For high-throughput experiments, therefore,
it is always worth investing money and effort to simplify sample preparation and to
speed up analysis, even if this would necessitate using expensive instrumentation
and strict quality control.

3. The analytical procedure

All projects require proper strategy and careful planning to be successful. This
relates to analytical chemistry as well, so all steps need to be carefully considered.
The analytical procedure consists of several distinct steps; the most important are
(1) sampling, (2) preparation, (3) separation, (4) analysis, and (5) evaluation. Some
of these may not be needed and some may be performed in a single step. For exam-
ple, when sample preparation is efficient, separation may not be necessary, while
separation and analysis may be performed in one step using online combination of,
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e.g., gas chromatography and mass spectrometry (GC—MS). Here we give a short
outline of the analytical process; a more detailed discussion will be presented in
Part IT of the book (Tools of the Trade), while particular issues will be discussed in
subsequent chapters.

(1) Sampling: This is the first step in any analysis. In clinical studies it is most
often performed by an MD or by a nurse (e.g., taking blood or tissue samples).
Sampling may seem to be straightforward, but it is a critical step, which has to
be designed carefully and executed accurately. The sample taken should be
representative—easy for biological fluids and not trivial for solid samples such as
tissues. Analysis often uses internal standards; these should be added to the sam-
ple as soon as possible, preferably immediately after sampling. Samples may be
changed or contaminated during sampling, which should be taken into account
and minimized. For example, blood samples are typically taken into vacuum
tubes, but these (and often the syringes used) may contain heparin or other sub-
stances to prevent clotting. Although this may be necessary, it will contaminate the
sample, which has to be taken into account. The samples often are stored before
analysis, occasionally even for years. Sample composition may change during
storage, which has to be minimized (and/or taken into account). The simplest and
usually safest way to store samples is freezing them: most samples can be stored
for days or weeks at —20°C. Storage at —80°C is safer; most samples can be stored
under such conditions for several years without change.

(2) Sample preparation: The aim is to make the sample more amenable for
subsequent analysis. This often means removing part of the sample, e.g., by
centrifugation (to remove cells and aggregates from blood) or by extraction (which
removes or enriches certain types of molecules). Note that sample preparation
always changes sample composition and this has to be taken into account in the
evaluation phase. Often several preparation steps are performed in succession, such
as centrifugation, filtration, extraction, derivatization, another extraction, etc., to
sufficiently simplify the complexity of the sample and to ensure the success of analy-
sis. Sample preparation is time-consuming and often labor intensive. The current
trend in biochemical analysis is to use a complex, high-quality (and expensive)
instrumentation to allow simplification of the sample preparation process.

(3) Separation: The classical approach to analysis is first to separate mixtures into
its individual components (compounds) and then proceed with identification,
structure determination, and quantitation. High-quality analytical methods are now
often capable of dealing with mixtures of compounds, so complete separation of mix-
tures into individual components is no longer necessary. Many modern analytical
instruments consist of a combination of separation and structure characterization
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methods, such as high-performance liquid chromatography—mass spectrometry
(HPLC-MS; HPLC to separate the sample and MS to characterize or identify the
separated compound). Separation methods most often mean chromatography, and
these two terms are often (but inaccurately) used as synonyms. Prerequisite of chro-
matography is that the sample needs to be soluble (or vaporizable). Insoluble and
nonvolatile particles cannot be separated by chromatography. The most common
chromatographic methods are the following:

(a) Gas chromatography (GC) is very efficient for separating volatile com-
pounds. Volatility of some compounds may be increased by derivatization.
As most molecules of biochemical or clinical interest are nonvolatile, and
derivatization has many drawbacks and is not always possible, GC has a
limited (but important) scope in the biomedical field.

(b) Liquid chromatography (LC) is widespread, has many different versions,
and can be used to solve a variety of problems. These are well suited to ana-
lyze most samples including polar and ionic compounds. The most common
chromatographic method is HPLC.

(c) The methods of choice to separate macromolecules such as proteins and
nucleic acids are gel-based electrophoretic methods. These can be performed
in one or two dimensions (in a tube or on a chip or on a 2D plate). These
form the basis of most DNA and RNA diagnostics.

(4) Analysis and detection: It is the high point of an analytical process. The sim-
plest and probably oldest version is densitometry or spectrophotometry, which
measures light absorbance at a particular wavelength. Signal intensity character-
izes the sample amount. Most samples absorb UV light, so it is typical to use a UV
lamp for spectrophotometry (e.g., at 254 nm). It is also possible to scan over a
range of wavelengths, which yields the UV spectrum, which in turn characterizes
the molecular structure. Spectrophotometry can be performed after separating a
mixture using chromatography. The time necessary for a sample to pass through
the HPLC system (called retention time) depends on the molecular structure, and
can also be used for compound identification. Signal intensity (like in conven-
tional spectrophotometry) characterizes the sample amount.

UV detection is quite common, but in many cases it is not sufficiently selective:
even combined with chromatography, it often leads to false-positive or false-
negative results. For this reason many other types of detectors are used in analyt-
ical chemistry, to increase selectivity, specificity, or sensitivity. To identify or
determine the molecular structure, the use of spectroscopic techniques is common.
Mass spectrometry, the main topic of this book, is among the most commonly used
and highest performance methods. Infrared spectroscopy (IR) and NMR are also
often used, although the relatively low sensitivity of NMR restricts its use in the
biomedical field.
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(5) Data evaluation: First, the signal detected during analysis needs to be evalu-
ated in terms of structure determination of unknown components, and identification
and quantitation of various known (or presumably present) components—this is an
integral part of the analytical process. Second, the results obtained this way have to
be evaluated in terms of biomedical relevance. The latter involves mathematical or
statistical procedures, often referred to as “chemometrics.” To be efficient, a joint
effort of chemists, biochemists, analytical specialists, statisticians, and medical
doctors is required. It is highly advantageous that these specialists communicate
efficiently and have at least a superficial knowledge of each other’s specialty.

4. A case study: analysis of plasma sterol profile

The analytical process discussed above can be illustrated by an example of deter-
mining plasma sterol concentrations, which was published recently (see ref. [1]). The
purpose is not to go into detail but to illustrate the various aspects of analytical work.
Before starting the analytical procedure, the study needs to be carefully planned: the
objective was to develop a method capable of determining plasma concentration of
various sterols to study cholesterol metabolism and related diseases. It was decided
to determine plasma level of desmosterol, lathosterol (precursors of cholesterol
synthesis in the liver), cholestanol, and [3-sitosterol (sterols present in food but not
synthesized in the human body). The analytical challenge was that these sterols need
to be separated from cholesterol (in fact, lathosterol and cholesterol are closely
related isomers) at a 1000-times lower concentration in plasma than that of choles-
terol (pmol/1 vs. mmol/l). It was determined what patient and control groups were
needed and what was the minimum number of people for a meaningful pilot study
(10 in each group but would be much higher in a full-scale project).

Analytical chemistry starts only after this phase. As it is a multiple-step proce-
dure, first it is decided that the main strategy is to use a relatively simple sample
treatment and follow it by a highly efficient HPLC-MS analysis. This offers the
possibility of relatively high throughput (hundreds of samples analyzed) with
medium time and cost requirement. In the present example, the following analyt-
ical procedure was developed: sampling consisted of taking 5-ml blood samples
from each individual. Sample preparation started by centrifugation to obtain
plasma, which was stored at —80°C until utilized. (Note that obtaining plasma
from blood is often considered part of the sampling process, as it is typically done
in the same laboratory.) Plasma samples were thawed, and 50-pl aliquots were
used for analysis. First, the protein content was precipitated (by adding methanol,
centrifuging and pipetting the supernatant clear liquid, and finally diluting it
with water). This is one of several well-established procedures to separate macro-
molecular components from plasma. Further sample cleanup was performed by
solid-phase extraction (SPE). It can be viewed as a simplified chromatographic
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separation and is one of the most common sample preparation methods. For solid-
phase extraction of sterols from plasma the following method was developed:
Cl18ec-type cartridges were used, which were preconditioned (first by MeOH,
then by MeOH/water mixture). Diluted plasma samples were applied to the car-
tridges, washed with MeOH/water mixture, and briefly dried in vacuum. The
sterols were then eluted with a mixture of MeOH/acetone/n-hexane (of course,
selection of solvents and solvent ratios are of critical importance and were opti-
mized). The eluted substances were dried and the residue was dissolved in MeOH.
This SPE process resulted in a clear liquid, which did not contain macromolecules
and was enriched in sterols. Efficiency of the sample preparation process was con-
trolled using various standards (i.e., to check that the sterols were not lost during
preparation, but the amount of interferences was reduced).

Separation and analysis were performed in one step using an online coupled
HPLC-MS instrument. Both chromatographic and mass spectrometric methods
needed to be developed. To separate various sterols from each other and from
various other compounds present in the prepared sample, a novel, reverse-phase
HPLC method was developed. This involved using an RP-18e column of 3 pm
particle size. Initial solvent composition was methanol/water, which was changed
(in two fast steps) to methanol/acetone/n-hexane. As it is typical in the biomedical
field, HPLC alone was not sufficient to separate all compounds completely, even
after the sample preparation discussed earlier. To increase selectivity, mass
spectrometry was used and likewise optimized. Best results were obtained by
atmospheric pressure chemical ionization in positive ion mode; the most character-
istic ion for sterols was formed by water loss from the protonated molecule, which
was used for quantitation. Using mass spectrometry signals of the various sterols
were separated from each other and from that of interfering compounds (not
resolved by chromatography). Cholesterol and its isomer lathosterol gave identical
spectra (even in tandem mass spectrometry). Separation of these isomers was the
main reason to develop the novel chromatographic method discussed earlier.

The first phase of data evaluation was to determine plasma concentration of
sterols analyzed as described earlier. The standard addition method was used,
calibration curves were constructed, and plasma sterol concentrations were deter-
mined. The second phase of data evaluation was to look for characteristic
biomarkers and separate patient groups based on sterol concentrations. This was
done by applying chemometrics (e.g., linear discriminant analysis) with sufficient
validation. It was found that sterol concentration ratios are much more character-
istic disease markers than the individual concentrations. For example, the
concentration ratio of desmosterol to sitosterol was a much better marker of
cholesterol-related disorders than the cholesterol concentration itself, and the con-
centration ratio of lathosterol to total plasma cholesterol was an excellent marker
of statin treatment. Application of these analytical results by biochemists and
medical doctors will hopefully result in better treatment of patients.
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Analytical chemistry is, however, time-consuming, and method development
needs highly trained personnel. The study discussed above required original ideas
and a significant amount of method development: about two months of work for two
scientists at the PhD level. Application of the method, however, is much more
straightforward. Using high-quality conventional equipment (not designed for high
throughput), a good technician or PhD student can prepare 20 samples per day, which
can easily be measured in a day using a good-quality HPLC-MS instrument—that is
deemed perfectly adequate for the present purpose. This type of research requires
expensive instrumentation; the cost of an HPLC-MS instrument is in the range of
$100,000-500,000 depending on its capabilities. Sample preparation requires less
investment; $100,000 is a reasonable figure for purchasing the various small
instruments needed in such a lab.

When high throughput is desired, suitable equipments are needed, but this way
100 or 200 samples may be prepared in a day, and this process can even be per-
formed by robots (further improving throughput). Measurements by HPLC-MS
can also be automated and accelerated. Throughput in this case mainly depends on
the length of chromatography (this is the reason for the current trend of trying to
substitute HPLC-MS by MS/MS, whenever possible).

5. Mass spectrometry

A mass spectrometer is a very special kind of balance, which measures the mass of
molecules and their subunits. It can be used to characterize and identify com-
pounds, to detect trace-level components, and to measure their concentration in
complex matrices. Mass spectrometry will be described in detail in Chapter 6; here
only a very brief introduction is presented.

Mass spectrometry yields a mass spectrum (or spectra) of a compound, which
establishes its molecular mass and the characteristics of the molecular structure.
It is among the most sensitive molecular probes, which can detect compounds in
femtomol, attomol, or even zeptomol amounts (10715, 1073, 1072"). Peak intensi-
ties are proportional to the amount of the material or concentration of the
compound present (such as light absorption in photometry). This is the basis of
quantitative measurements. Mass spectrometry is also very selective, so trace
components may be analyzed in the presence of a large amount of matrix. Tandem
mass spectrometry (MS/MS) is also commonly used. This increases the amount of
structural information obtained and the specificity of analysis. As a consequence,
the chemical noise decreases, which improves detection limits. Using high-
specificity MS/MS techniques often allows simplification of sample preparation
procedures. High-resolution mass spectrometry also increases specificity of analy-
sis and allows determination of the accurate mass of a molecule. This establishes
the elemental formula of an unknown molecule.
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Solids, liquids, and gaseous samples can all be analyzed by mass spectrometry.
The sample can be inserted into the mass spectrometer as they are or after sample
preparation. This way of sample insertion is best suited to study pure samples,
but mixtures can also be analyzed in this way. For studying mixtures (e.g., bio-
logical fluids) it has become a common practice to couple chromatography and
mass spectrometry online. In such a case the sample is fractionated by chro-
matography and the individual components eluting from the chromatographic
column pass directly into the mass spectrometer, where detection and structure
analysis are performed. The first such successful combination has been gas
chromatography-mass spectrometry (GC/MS or GC-MS), which is widely used
in the biomedical field for at least 20 or 30 years. GC-MS is well suited to study
relatively volatile compounds (not ionic and not very polar compounds up to
approximately 500 Da molecular mass). Most biologically important molecules
are polar, so derivatization of the sample is often necessary to make them
amenable for GC-MS. To overcome this problem, the use of another combination
HPLC-MS has become most common, and is still gaining ground. It is an
excellent method to study polar and even ionic molecules and requires less sample
preparation than GC-MS.

Its high sensitivity, high specificity, and straightforward coupling to chro-
matography make mass spectrometry one of the best and most widely used
techniques in analytical chemistry. It is the method of choice for analyzing minor
components in complex matrices, both for qualitative analysis and for quantita-
tion. It is often used when chromatography is not sufficiently selective (there are
too many peaks or the chemical background is too high) or yields equivocal
results. Mass spectrometry is among the highest performance analytical tools in
the biomedical field, and mass spectrometry-based methodologies are often
considered as “gold standards.” Mass spectrometry is widely used in the
pharmaceutical and biomedical fields.

To help orient the reader, a few typical applications are listed below:

(a) Determination of the impurity profile, i.e., detection and quantitation of
impurities. It is a typical problem in the pharmaceutical field, but also in
many other areas. All impurities (typically down to 0.01%) need to be
identified and often quantified. Mass spectrometry (GC-MS, HPLC-MS,
HPLC-MS/MS) is the method of choice, especially at low concentrations.

(b) Quantitation of impurities, usually at the trace level. It is similar to that
discussed above. Only selected (predefined) target compounds are studied,
but their concentration may be much lower than 0.01%. A typical case is
doping control; another application field is forensic analysis. Mass spec-
trometry (GC-MS, HPLC-MS, HPLC-MS/MS) is the method of choice,
especially at low concentrations.

(c) Studies on metabolism. The structure and amount of drug metabolites (in
blood, urine, and faces) need to be determined prior to phase I clinical
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studies, and later on in human volunteers as well. Mass spectrometry is one
of the key techniques in this field.

(d) Pharmacokinetic studies. The object is to monitor the time dependence and
clearance of drug concentrations usually in plasma. In simple cases this is
performed by chromatography, the more challenging problems are usually
solved by GC-MS, HPLC-MS, or HPLC-MS/MS techniques.

(e) Therapeutic drug monitoring. Plasma level of various drugs is monitored in
patients. This is more and more often being used in the clinical field, espe-
cially in cases where the therapeutically necessary and toxic concentrations
are close to each other.

(f) Neonatal screening, i.e., studies on metabolic disorders. Various small
molecules (amino acids, fatty acids, steroids, etc., commonly called metabo-
lites) are determined in biological fluids, usually in blood. Some of these
molecules may have abnormally high or abnormally low concentration,
indicative of an inherited metabolic disorder.

(g) Proteomics is a popular and fast-developing field. Mass spectrometry
combined with chromatography (most typically 2D gels) is the prime
analytical method to identify proteins, and to study protein expression and
posttranslational modifications. The proteome (all proteins present in a
sample, e.g., tissue or cell culture) reflects the current state of the organism
and yields valuable information on the physiological state, disease
progression, etc.

(h) Analogous to proteomics, all metabolites (i.e., practically the assembly of all
small molecules in a cell or tissue) represent the “metabolome” and are stud-
ied by “metabolomics.” These also reflect the state of the organism, and one
of the prime techniques in these studies is mass spectrometry, most usually
HPLC-MS.

(1) There are other analogous applications, studying the assembly of a given
class of molecules in an organism, and these are often called “—omics” (such
as lipidomics, glycomics, etc.). Mass spectrometry plays an important role
here as well.
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Regardless of whether it is a clinical trial or analytical investigation of a sample
(e.g., plasma), the subjects of medical research are human beings. Ethical consid-
erations are therefore important; they influence decision making and are well
regulated in the medical field.

The basic aim of medical research is to improve clinical practice, and this
should be evidence based, if possible. Clinically relevant research evidence may
relate to basic medical science, but it especially relates to patient-centered clinical
research, e.g., to the study of the accuracy and precision of diagnostic tests, the
power of prognostic markers, and the efficacy and safety of therapeutic, rehabili-
tative, and preventive regimens. New evidence from clinical research at the same
time invalidates previously accepted diagnostic tests and treatments and replaces
them with new ones that are more powerful, more accurate, more efficacious, and
safer [1]. Ethical decision making is based on the Declaration of Helsinki,
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although research methodology should usually be conducted according to Good
Clinical Practice (GCP). Laboratories contributing to medical research should
comply with rules and regulations relating to human samples, the aspects of which
are well regulated in most countries (although the respective laws may be differ-
ent in various countries).

Despite significant advances in medicine and the fast improvement of technol-
ogy, clinical decision making is still the cornerstone of medical practice. Medical
decision making is challenging since it involves problem identification, selection,
and evaluation of diagnostic information and a choice among various possible
interventions. Note that medical decisions are sometimes based on ambiguous
background since our knowledge quickly changes, data are often contradictory or
may not be available, and the validity and reliability of even published data may
be uncertain. Medical decision making is further complicated by biological varia-
tion of diseases and by differences in preferences and values among various
patients. Uncertainty of clinical decision making is an inherent part of clinical
practice and a possible source of bias in clinical trials.

In the present chapter we summarize fundamental ethical, legal, and safety-
related aspects of medical (and especially clinical) research. These are well known
for medical professionals, but chemists and biologists may be less familiar with
these aspects. Nevertheless, it is essential that all persons working in studies related
to medical research should be familiar with the basic concepts and rules that apply.

1. Ethical aspects

The intersection of ethics and evidence and the context of scientific uncertainty
relate to the problem of ethical decision making [2]. Since uncertainty is an inher-
ent part of nature, one can never be sure to prevent harm from occurring. Medical
practice, typically and unfortunately, requires judgments under uncertainty. This is
the reason why ethical aspects compete (and sometimes override) scientific points
of view. The ethical aspect of medical science requires that every possible step
should be made to prevent harm from occurring, which includes careful consider-
ation of all available data. A study is considered unethical if the potential harm
overwhelms the true benefit to patients or healthy volunteers. This also means that
initiation of a clinical study without sufficient preclinical data (e.g., short- and
long-term toxicity profile, dose—effect and dose—toxicity relationships, dose-
limiting toxicity, pharmacokinetics, etc.) is unethical since the potential harm
cannot be properly estimated. Therefore, every clinical trial requires a detailed
trial design, including careful assessment of all preclinical evidence and whether
it is ethically acceptable for patients or healthy volunteers to participate in it in the
proposed fashion. It is of great importance from the ethical point of view to avoid
any unnecessary suffering or other inconvenience of the involved participants.
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The balance between achieving medical progress and ensuring individual
patient care and safety is an ethical dilemma of medical research [3]. Thus,
clinical trials require a delicate balance between individual and collective ethics.
On the one hand, individual ethics means that each patient should receive the
treatment, which is believed to be the most appropriate for his condition. On
the other hand, collective ethics is concerned with achieving medical progress in
the most efficient way to provide superior therapy for the future patients. It is of
importance that the real interest of the participating individual should never be
sacrificed for possible benefits of future patients! As stated in the Declaration of
Helsinki: “In medical research on human subjects, considerations related to the
well-being of the human subject should take precedence over the interests of
science and society” [4]. In order to provide medical progress, one needs
collaborating patients. To settle this ethical paradox usually two principles
should be met. Patients can only be involved in therapeutic trials if the efficacy
of available treatments is insufficient (e.g., the patient is incurable), and enroll-
ment always should be voluntary, based on the free will of the informed patient.
Any pressure put on the patient to obtain his or her consent is unethical (even if
well meaning and true, e.g., referring to her children who might benefit from the
result of the trial).

Because of the complex nature of these issues, there are well-established ethical
guidelines and statements even for special situations [5-9]. To assure compliance
with these guidelines, ethical committees are formed in most countries, which
have to approve and might have the right to control clinical trials. Ethical com-
mittees are usually made up of clinicians (who are not involved in the trial), other
professionals (such as spiritual counselors, lawyers, psychologists, statisticians,
etc.), and laypeople. Thus, all protocols are subjected to profound social control
and sound judgment by the committee members representing different aspects of
society. In the committee, clinicians explain clinical implications and technical
aspects of each protocol. Ethical committees may be local (i.e., at the hospital
where the trial is to be carried out), regional, or national. All clinical trials (and
other types of clinical research projects) need to have their protocol approved by
such a committee before the trial is started. In the case of a multicenter trial, either
the regional or the national committee grants the permission, or each collaborat-
ing partner must have approval from its local ethical committee. Note that not only
the trial’s design but also all details of conducting the trial need to be approved,
since these may affect the individual patients. Maintenance of high ethical stan-
dards cannot be achieved by purely administrative procedures, so it is the job of
all clinical investigators to make sure that his or her patients do not suffer as a
consequence of clinical research. There are ethical implications of substandard
research as well [10]. For example, it is unethical to misuse patients by exposing
them to unjustified risk and inconvenience, or to publish misleading results that
may promote further unnecessary work.
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2. Legal aspects

The ethical issues discussed above are, in most countries, codified in legal form.
Treatment of human beings and human samples depends on the legal environment.
Research objectives may also be subject to legal issues, like in cloning or stem cell
research.

Tissue research (including bone marrow, blood, urine, sputum, etc.) is cur-
rently regulated by distinct and sometimes contradictory laws and regulations. The
legal edicts that determine the research on human specimens are clearly affected
by many factors including policy decisions, cultural, religious and moral issues,
jurisprudence, etc. In a recent review, a comparison of the laws in the U.S. and
Europe regarding the use of human biological samples in research was presented
[11]. Since there are a wide variety of laws to be applied, international collabora-
tive research should take these differences into account, especially those affecting
how to obtain, transfer, and investigate the human samples. In all cases researchers
should be alert to implement all the local laws and regulations.

In most countries there are offices, institutes, and legal bodies relating to med-
ical research. For example, in the U.S., the Office for Human Research Protections
of the Department of Health and Human Services is responsible for the federal
policy of human subject protection, and the Food and Drug Administration for
research on products. In case of any legal or ethical doubt, it is often worthwhile
asking for their advice or approval.

3. Safety aspects

Handling biological material always raises the issue of safety for the personnel
involved. Chemical hazards and safety procedures relating to these are well known
for chemists. Regarding biological hazards, first the staff participating in the
research should be aware of them, and second, adequate precautions should be taken
and the personnel should be trained on how to handle human samples safely.

As a principle, all human specimens should be regarded as potentially infec-
tious. Detailed tests for pathogen profiles are rarely carried out (e.g., on hepatitis,
HIV, etc.), and they can never be complete. As a general precaution, all personnel
working with human samples (e.g., blood or body fluids) should be immunized
against hepatitis B (and sometimes against hepatitis A as well). The application of
other vaccines is optional (e.g., against typhoid fever and tetanus) depending on
the circumstances. It is important to note that immunization must never be con-
sidered as a substitute for safe working practices.

Laboratory personnel should avoid any direct contact of skin and mucous
membranes with the human specimens including blood or blood products, excretions,
secretions, tissues, or other biological materials. Note that most accidental personnel
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Table 1

Classification of laboratories according to safety hazards

Chemical safety levels (CSL) [12]

Biological safety levels (BSL) [13]

CSL 1

Use of chemicals is highly restricted; hazardous
chemicals cannot be used or stored. Low risk
of exposure due to the strong restriction for
using hazardous chemicals.

CSL2

Use and storage of hazardous chemicals

is restricted. Moderate risk of exposure,
controlled by limiting the use of hazardous
chemicals.

CSL 3

Use of chemicals is generally unrestricted;
the use of hazardous chemicals is restricted
to closed environment. Substantial risk of
exposure, controlled by stringent engineering
controls, by minimizing the use and storage
of hazardous chemicals, and by carefully
reviewing work practices.

CSL4

Use of chemicals is unrestricted, hazardous
chemicals are frequently used. There is
possibility of high risk of exposure and
contamination during operations, controlled
by stringent engineering controls and design
requirements of such facilities and by
carefully defining and monitoring work
practices.

BSL 1

The agents used are well characterized and are
not associated with disease in healthy adult
humans. The potential hazard is minimal to
laboratory personnel and the environment.

BSL?2

The agents used can cause human disease. The
potential hazard is moderate to personnel and
the environment. Treatment or prophylaxis is
available. Risk of spread is limited.

BSL 3

The agents used are indigenous or exotic,
which may cause serious disease. The potential
hazard to personnel and the community (in
case of spreading) is serious. Usually there is
effective treatment or prophylaxis available.
The infection usually does not spread by
casual contact.

BSL 4

Dangerous and exotic agents can be used that
can cause severe or lethal human disease. The
individual risk of aerosol-transmitted laboratory
infections and life-threatening disease is
significant. Usually there is no effective
treatment or prophylaxis available. The infection
could be transmitted directly from one individual
to another or from animals to humans.

contaminations are due to sharp items such as needles. Laboratories working with
chemical and/or biological materials are classified according to the level of hazard
(Table 1).

The classification of laboratories using radioactive material is usually based on
the relative radiotoxicity per unit activity. One of such classification is presented
in Table 2.

Low-level laboratory correspond to a CSL 1/CSL 2 chemical laboratory (e.g.,
normal ventilation is usually sufficient). Intermediate-level laboratory is specially
designed for the use of radioisotopes. High-level laboratory is engineered for han-
dling radionuclide materials with high activities. High-level laboratories must be kept
at a slightly negative pressure, and personnel working in it should be monitored.

The least strict is safety level 1, and the most dangerous level is safety level 4.
Working in different safety level laboratories requires special rules, safety
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Table 2
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Classification of laboratories according to limitation on activities [14]

The limit of use (mCi)

Low hazard Intermediate hazard ~ High hazard  Very high hazard

Type of laboratory (examples®) (examples®) (examples®) (examples?)
Low-level radioactive <5 <0.5 <0.05 <0.01
materials laboratory

Intermediate-level 5-50 0.5-5 0.05-0.5 0.01-0.1
radioactive materials

laboratory

High-level radioactive >50 >5 >0.5 >0.1

materials laboratory

2 Co,,-58; Cs,-134; Cs-135; Ge-71; H-3; 1-125; In,-113; Kr-85; Nb-97; Ni-59; O-15; Pt -193;
Pt -197; Rb-87; Re-187; S, -147; Sr,-85; Tc,-96; Tc, -99; U-238; U-Nat; Y, -91; Zn-69; Zr-93.

b As-73; Be-7; Ba-133; C-14; Ca-47; Cd-109; Co-57; Co-58; Cr-51; Cs-137; Cu-64; Fe-55; Fe-59;
Gd-153; Hg,-197; 1-129; 1-133; Ir-190; K-42; Kr-85; Mn-54; Mo-99; Na-24; Ni-63; P-32; P-33;
Pm-147; S-35; Se-75; Sr-85; Sr-89; Tc-99; Xe-133; Y-90; W-181; Zn-65; Zn,-69.

¢ Ba-140; Bi-207; Ca-45; Cd,-115; Ce-144; CI-36; Co-60; Cs-134; Eu-152; Eu-154; Ge-68; I-125;
I-131; Ir-192; Mn-54; Na-22; Ru-106; Sb-124; Sr-90; Th-232; Th-Nat; Te -127; TI-204; U-236;
7r-95; Y91.

4 Ac-227; Am-241; Cf-252; Cm-243; Cm-244; Np-237; Pb-210; Po-210; Pu-236; Pu-238; Pu-239;
Pu-242; Ra-223; Ra-226; Ra-228; Th-228; Th-230; U-232; U-233; U-235.

equipments, and various permits. The operations of chemical and biomedical lab-
oratories are usually strictly controlled by internal regulations and external author-
ities, but discussing these is outside the scope of the present chapter. Here we list
some general advice for working in biomedical laboratories:

(D
2
3)

4

&)

Used needles and other sharp objects should not be sheared, bent, broken,
recapped, etc., by hand.

All needles and sharps objects should be discarded in rigid, puncture-
proof containers.

Safety gloves, coats, gowns, or uniforms should be worn while working
with potentially infectious materials. Never wear these outside the work-
ing area, and these should be changed at least once per week. If they are
obviously contaminated, they should be decontaminated (by autoclaving)
prior to laundry, or disposed off as hazardous waste.

Gloves should always be worn for those manipulations that might lead to
direct contact with potentially infectious specimens. Never leave the work
area in these gloves. Disposable gloves should be collected and disposed
off as hazardous material.

All procedures with potentially infectious materials should possibly be
carried out without creation of aerosols. Face shields and masks should
be worn during all manipulation where a “splash” hazard exists. Eye
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(6)
(7

®)

&)

(10)

D

(12)
(13)
(14)
(15)

(16)

protection is required for all personnel in all locations where chemicals
are used or stored.

Never use mouth pipetting; mechanical pipetting devices should be used
for the manipulation of all liquids.

Appropriate disinfectant should be applied following any spill of poten-
tially infectious materials or at the end of daily work to decontaminate
laboratory work surfaces. Spill kits (containing absorbent pads and/or
neutralizing agents) should be prepared for all frequently used chemicals
or biological waste.

Before disposal, laboratory waste should always be decontaminated by
autoclaving and all waste should be identified by unambiguous labeling
whether or not the decontamination had been carried out. Remains of
biological material (e.g., blood or tissue samples) should be regarded as
hazardous material. Chemicals should be treated as hazardous if they are
ignitable, corrosive, reactive, or toxic.

All chemicals should be stored properly and according to compatibility
(i.e., acids and solvents must be stored separately). Chemical waste should
never be mixed (i.e., mixing acids and alkaline liquids could lead to heat
generation and violent reaction).

In each laboratory using chemicals, safety shower, emergency eyewash,
fire blanket, and extinguishers should be provided. All emergency equip-
ments should be maintained in proper working order and their access
should not be obstructed.

All personnel should be trained in emergency procedures and they must
be informed about the locations of emergency equipments. Telephone
numbers of emergency contacts should be available.

There should be adequate space and shielding for radioactive materials
used in the laboratory as well as for storing radioactive waste.

The access to the laboratory should be limited during operations.

Before leaving the laboratory each staff member should wash their hands
with soap and water. Personnel working with radioactive materials are
required to survey themselves when leaving the laboratory.

In laboratories, storing food, eating, drinking, smoking, or applying cos-
metics is prohibited.

Signs should always be posted at the entrance of the laboratory identify-
ing biological/chemical hazards.

4. Handling biological materials

Sample handling is always a crucial part of analysis. In the biomedical field, there
are several issues not commonly encountered in general analytical work, and these
will be described in this section. Biological materials are potentially hazardous;
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this aspect has been discussed above. Using human samples for research is an
ethical issue as well; thus, operational and ethical guidelines apply [15].

To obtain human samples (e.g., blood), first the patient should be informed and
voluntarily consent to sample collection (as discussed earlier concerning ethical
and legal aspects). The possibility to obtain repeated samples is limited in many
cases since condition of the patient may change or a given volunteer may no longer
be available. Every precaution should be made to process all samples in as similar
manner as possible, including the samples taken from different study groups.
Sample collection and analysis are often separated in space and time, which make
issues regarding sample handling, labeling, transporting, and storage very critical,
and sample flow needs to be organized. Samples often need pretreatment before
storage (e.g., centrifuging blood to obtain plasma), and the pretreated sample is
stored until further analysis. Samples are often stored for a very long time (even
years) before analysis; avoiding sample deterioration is therefore a significant
issue. To avoid errors, it is essential that issues relating to sample collection and
sample handling should be described in detail for any clinical trial and a standard
operating procedure (SOP) should also be developed describing all particulars both
for volunteers and for staff. Note also that hospital nurses are often overworked,
and may deviate from the given SOP. For this reason it is often advantageous to
assign a study-nurse for a given project, whose only job is sample collection. In
complex or long-term studies, it is often helpful to run a pilot study to assess the
best conditions for sample collection, storage, and organization of the workflow.

Univocal communication between study subjects, medical staff, and researchers
are essential for reliable and consistent sample collection. Clear-cut instruc-
tions regarding the timing of collection, specific containers to be used, sample
volumes required, sample handling (e.g., place on ice until it is transferred to the
study personnel), etc., are the foundation of reliable results. The study scientists
must also deliver easily understandable instructions to patients and healthy volun-
teers on how to prepare for the trial (e.g., fasting before blood withdrawal). It is a
good practice to give all information in writing to everyone participating in the
study, such as nurses, physicians, research staff, and sometimes the subjects as well.
It is critical to explain the importance of precisely following sample collection
protocols to the personnel who are responsible for it since deviation from the
protocol could ruin the whole study.

Sample collection may be noninvasive (e.g., urine, feces, sputum, collection of
exfoliated cells with buccal swab) or invasive (e.g., blood taking and biopsy). The
measured parameter may show time dependence; in such cases the sample should
be taken at various intervals and the time course of the parameter (such as drug
clearance) should be determined. Biological fluids are (in most cases) homoge-
nous. For nonhomogenous samples (such as tissues), it is important to establish
that the sample taken is representative and for all persons involved in the study the
same type (or same fraction) of sample is studied.
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For biological samples their stability is a critical issue. There are various factors
influencing stability, and these should be carefully controlled: (1) presence of anti-
coagulants; (2) endogenous degrading factors, such as proteases or other enzymes;
(3) stabilizing agents, such as protease inhibitors; (4) sterility; (5) temperature;
(6) time before preprocessing (such as centrifuging); and (7) storage time [16]. To
decrease sample deterioration often various additives are added and the sample is
cooled down or frozen. Although sample pretreatment is nearly always essential,
these factors do change and may deteriorate the sample in some manner. Defining
sample treatment and storage conditions is therefore an essential part of study
design. Many cases are known in which large and expensive trials went amiss due
to sample deterioration. To complicate matters, optimum sample pretreatment and
storage often depends on the type of analysis desired. Often (as mentioned earlier)
a pilot study is helpful to define optimum conditions.

To cite a few examples, anticoagulants must nearly always be added to the blood
sample. There are various anticoagulants, for example, heparin, citrates, or EDTA.
Best quality of RNA and DNA samples may be obtained from citrate-stabilized
blood, but it may lead to a higher yield of lymphocytes for culture. On the contrary,
heparin-stabilized blood could influence T-cell proliferation, and moreover heparin
binds to many proteins and may therefore compromise proteomic studies. EDTA is
suitable for both DNA assays and proteomics, but it affects Mg** concentration
causing problems for cytogenetic analyses (e.g., decreases mitotic index).

The time between sample collection and analysis is called holding time. This is
the sum of the transportation time (from the location where the sample was obtained
to the laboratory) and the storage time (keeping the sample in the laboratory prior
to analysis). Quickly reducing the temperature of the biological samples in order to
minimize deterioration is frequently required. Since it is difficult to control tem-
perature outside the laboratory, transportation time (e.g., from operating theatre to
laboratory) may be critical. In an optimal case, the sample is separated immediately
after collection into different components (e.g., plasma and cells) and each of them
is kept at the most appropriate temperature. For proteomic studies, freezing the
plasma to —80°C is ideal, whereas for DNA and RNA profiling freezing the cell
should be avoided, if possible.

The intended storage time also influences what temperature should be considered
optimal. Isolated DNA may be stored at 4°C for several weeks, at —20°C for sev-
eral months, and at —80°C for several years. On the contrary, isolated RNA should
always be kept at —80°C. Live cells are stable at room temperature up to 48 h, but
after that they must be either cultured or cryopreserved in liquid nitrogen at —150°C
in order to remain alive. Since serum and plasma contain a large amount of soluble
molecules, it should be kept at very low temperature (—80°C) to remain intact. At
this temperature, plasma is regarded stable (in most respects) for several years.

Proteins are sensitive to degradation by proteases; thus, if the cells are damaged
the result of the assay may be misleading. To avoid this problem the proteins
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should be protected by applying commercially available protease inhibitors (such
as 1 pg/ml pepstatin, etc.) On the contrary, protease inhibitors are toxic to cells;
thus, they must not be added if cell viability is prerequisite for the assay.

There are several other precautions to consider. Cooling/freezing the samples
may be necessary not only during storage but also during sample preparation. For
example, centrifugation should be performed in a cool environment, for which
special equipment (chilled centrifuge) is available. Light also degrades the sample,
so it is often recommended to store/transport samples in brown or amber glass
containers. Some compounds may be absorbed on surfaces (like glassware), so
containers need to be made of plastic (usually polypropylene). Some studies/
samples are sensitive to microbes, so the use of sterile equipment may be needed.

All aspects of sample collection and handling need to be carefully considered
and described in detail before starting the study. All these should be part of the
study (or trial) protocol, to be described next.

5. Clinical trials and protocols

The previous sections described various aspects of studies in a clinical environment.
Owing to the complexities and interrelation of the different aspects, establishing a
well-defined protocol for a clinical trial is probably even more important than in
other fields of science. Here, both bureaucratic and scientific aspects need to be
studied and accommodated. The methodology of clinical research is well estab-
lished, and many possible sources of bias are recognized [17], which need to be
eliminated. In this section, the most important terminology and basic concepts
related to clinical trials will be explained.

Clinical trials comprise research that is designed and evaluated to provide reli-
able information for preventing, detecting, or treating certain diseases or for improv-
ing quality of life of patients. Common types of clinical trials are listed in Table 3.

Table 3
Different types of clinical trials

Prevention trials The aim is to identify interventions that can prevent the particular
disease.

Early detection trials The aim is to identify the methods that can reveal or recognize
the particular disease early in its development.

Treatment trials The aim is to identify interventions that are effective in inverting,
stopping, or slowing down the progression of the selected disease.

Quality-of-life trials The aim is to identify strategies or interventions that improve
the quality of life (QoL) of patients during and/or after treatment
of the particular disease.

Symptom management trials The aim is to identify the interventions that ease or prevent the

symptoms of the particular disease and/or its treatment.
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The objective of a clinical trial is to determine the effectiveness of a planned
intervention in achieving its stated goals. Three phases of clinical trials are distin-
guished; each represents a certain level of knowledge on the question to be
answered. In Phase [ trials a given intervention is tested in human beings for the
first time. The aim of these studies is to find the optimum dose, the method of
administration (e.g., intravenous injection), and/or possible side effects of the
intervention. The aim of Phase II trials is to determine the efficacy against the
disease specified in the protocol. The objective of Phase Il trials is to compare
the new treatment against the gold standard treatment(s) on a larger number of
patients. Most clinical trials require a major effort. Often before starting a full-
scale project, it is worthwhile performing a pilot study to assess feasibility, poten-
tial error sources, and various practical aspects of the whole study.

It is important to emphasize that the patients participating in clinical trials may
have personal benefits, but there is no guarantee for a therapeutic advantage.
Moreover, the chance for a negative outcome can never be completely ruled out.
When the treatment of patients is based on the results of well-designed large-scale
clinical trials, evidence-based medicine is practiced.

A prospective trial means preplanned study in which the question to be
answered is formulated before the trial is initiated. Trials should be conducted
according to the study protocols, which are formal documents specifying all rele-
vant aspects of the planned investigation including which patients are eligible,
which treatments are to be evaluated (what questions should be answered), how
each patient’s response is to be assessed, etc. Protocols should be followed by all
investigators to ensure comparability of results. Each protocol should contain an
operation manual and a scientific study design. The operation manual should con-
tain detailed specification of the trial procedure relating to each individual patient
(e.g., including the patient selection criteria, treatment schedule and procedure,
evaluation of the results, method of data collection, case report form, etc.).
Scientific design should include a description of the trial’s motivation, its theoret-
ical background, data on which questions were formulated, specific aims to be
achieved, and explaining how the results might be utilized. It should also outline
the rationale behind the chosen study design, statistical aspects, randomization
procedures, and ethical considerations (e.g., the procedures for obtaining informed
patient consent prior to commencement of treatment). The main features of a study
protocol are shown in Table 4.

Careful documentation is always very important since the report on a trial is usu-
ally written a long time, sometimes years, after the first patient is entered. The study
protocol therefore serves not only as a basis of decisions made during the trial but
also as the source of those decisions. The protocol is also important since clinical
investigators may change or new ones join the study. In fact, a protocol should be
written clearly in order to help researchers to repeat the trial elsewhere. All docu-
ments (including patient data collecting forms) should be kept for a long time to
provide the possibility to reanalyze the trial if needed.
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Table 4
Main features of a study protocol

(1) Introduction (background and general aims)

(2) Specific objectives (questions to be answered, aims to be achieved)

(3) Patient selection criteria (inclusion and exclusion criteria)

(4) Treatment schedules (drug formulation, route of administration, amount and frequency of
each dose, treatment duration, possible side effects, and their treatment, etc.)

(5) Methods of patient evaluation (assessment of the treatment, criteria for response, side
effects checklist, followup. It must include all intervention, e.g., the frequency and amount
of blood samples taken)

(6) Trial design (choice of control group, procedures for avoiding bias, criteria for interim
analysis, etc.)

(7) Registration and randomization procedures (method of registering a patient to the trial,
e.g., telephone, fax, e-mail. Method of randomization, e.g., randomization table, balanced
randomization, etc.)

(8) Informed consent (according to legal requirements)

(9) The required size of study (patient number per group to be able to detect prespecified
differences between groups)

(10) Monitoring trial progress (usually carried out by independent monitors)

(11) Case report forms (CRF) and data handling (codes to preserve patient anonymity, etc.)

(12) Protocol deviations (dose modifications, checks on patient compliance, patient withdrawal,
etc.)

(13) Plans for statistical analysis (statistical test(s) to be used, level of significance, statistical
power, etc.)

(14) Administrative responsibilities (who should file the CRF, how long the documentation
should be kept, etc.)

(15) Funding (who is the sponsor, what kind of research grant or financial support is to be
used, etc.)

(16) Reporting (to sponsor, publications)

(17) Summary of protocol (the general outline and the flow chart of the study)

The importance of study design cannot be overemphasized since subsequent
analysis is unable to compensate for major design errors. The choice for a given trial
depends on many aspects of the study including the question to be answered,
the seriousness of the disease to be treated, the type of treatment to be given, the
time course of response to be measured, the endpoint to be evaluated, etc. The
term “design” encompasses all the structural aspects of a trial. An important aim
of trial methodology is to obtain a bias-free meaningful result by using the least
possible resources.

An essential part of any clinical trial is establishing two or more groups of patients
(or healthy individuals), which (or responses in the respective groups) are compared.
In the simplest case, two groups are compared in some respect. One is the treatment
group; the other is the control group. One group of patients is treated by the drug (or
treatment method) under evaluation, and response of these patients is compared to
that of the untreated control or control group receiving the standard treatment of the
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time. The efficiency of the treatment is determined by some preestablished criterion
(such as how many subjects are completely cured after a certain time). Success of
this comparison rests on correct selection of the treatment and control groups: Both
should be identical regarding a number of parameters such as distribution of sex,
age, physical condition, degree of illness, etc., and (in case of placebo trial) should
be treated in exactly the same manner but administering the drug in question.
Evaluation of the result (e.g., “complete response’) should be objective, unbiased
by, e.g., preconception of the doctor believing in the treatment.

To provide unbiased results, a number of concepts have been established in
the medical community. The concept of random allocation was developed about
70 years ago [18]. This means that patients will be randomly assigned to treat-
ment and control groups. Randomization is expected to produce groups that are
comparable on all important characteristics, so there is no significant difference
between the two groups. This protects against preconception, systematic arrange-
ment, or accidental bias, which can distort the groups. Randomization does not
automatically guarantee balance in every aspect (due to the groups having a
restricted size, statistical fluctuations may be significant), so the investigator
should check whether a satisfactory balance has emerged. Random allocation has
the further advantage that it allows using standard statistical methods (such as
significance tests) for data evaluation.

To most correctly evaluate results, it is important that both groups should get
exactly the same treatment (but the drug in question). To obtain this condition,
patients in the control group should get placebo (if possible), which is identical in all
respect to the active drug except that the active ingredient is absent. This is impor-
tant, as it is known that a treated patient’s attitude will change since something is
being done. (Note that many patients could be treated effectively by placebo.) It
is also important that the study should be double blind, meaning that neither doctor
nor patient is informed if a given patient belongs to the treatment or control group.
This prevents biased evaluation of the results. If the result of a trial is subjective
(e.g., pain relief), double-blind treatment is especially significant.

Although above simple cases have been discussed, in real life there are various
complicating factors. Parameters (variables) in clinical studies may have only two
categories (e.g., male/female), or several (such as mild, moderate, severe), or could
be objectively measurable (such as age or cholesterol level) or not measurable
(such as pain). In some studies there are only two groups (treatment and control),
in other cases several treatment groups are compared. Sometimes restricted ran-
domization is carried out if investigators want to ensure that the numbers of patients
allocated to each treatment or important subgroups of patients are approximately
equal in number. The method of random permuted blocks is often used when there
are more than two groups of patients; stratification is used to protect against ran-
dom allocation producing imbalance between groups regarding important variables
such as stage of the disease or age. Selecting the control group is not always easy,
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as it is unethical not to treat patients. In such a case the control group may receive
the standard treatment against the illness.

Those discussed above relate to conventional treatment trials, but (as listed in
Table 3) there are other types of clinical trials as well. The main concepts are
analogous: A well-selected control group is essential, and unbiased statistical data
evaluation should be provided. For example, in the case of early detection trials usu-
ally the level of a potential biomarker is determined in a group of patients and it is
compared to that of the control group. In such a case it is important that the only
difference between the two groups should be that of the presence of a given illness.
False results may easily be obtained (and are often even reported) if, e.g., melanoma
patients are compared to a group of healthy individuals. In such a case the found
biomarker may be representative of very ill persons and not that of melanoma.

In case of observational studies it is essential that the data obtained should be
as representative of the population as possible. If the sample is not representative
enough, the results will be unreliable and of dubious value. It is often useful to
sample several subgroups (e.g., by age, sex, etc.). Defining suitable control groups
are often difficult in such a case as well. A cohort study is a prospective, observa-
tional study that follows a group (cohort) over a period of time and investigates
the effect of a treatment or a risk factor. Historical (retrospective) controls are
used sometimes, but these are very prone to errors. In such a case data are col-
lected initially on patients receiving a different treatment considered as the control
group. Possibly the worst case is comparison with published results because a
publication is strongly biased toward positive results.

Information regarding the relative value of treatments is often accumulated
slowly. Hence, interim analysis is important. This means that results of a clinical
trial are analyzed while the study is still in progress. When the results become
statistically relevant (which may happen much earlier than predicted in the study
protocol), the new treatment may prove beneficial or undesirable. In such a case
ethical considerations require the trial to be concluded, in order that all patients
should receive the more efficient treatment.

In clinical routine it is often observed that some patients do not stick to their
treatment, so patient compliance is a critical aspect of clinical trials. Noncompliance
may be reduced by careful explanation regarding the treatment schedule and the
trial’s objectives, by handing overwritten instructions to the patients, and by regular
checkups (e.g., counting the number of remaining tablets, by blood analysis through
measuring plasma level of drugs, etc.). It is important to differentiate between lack
of cooperation and misunderstanding. The latter can and should be avoided by better
planning.

All trials require precise definition which patients can or cannot participate,
which is defined by patients’ eligibility criteria and often controlled by an eligi-
bility checklist. In each trial the number of ineligible patients and the reasons for
ineligibility should always be reported. Even when using careful planning, a small
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proportion of ineligible patients are often included by mistake, which is a case of
protocol deviation. If the proportion of ineligible patients goes above a certain
threshold value (e.g., 10%), it ruins the whole trial. Protocol violation is a more
serious event which greatly influences the study results and which is often caused
by or could have been prevented by the investigator. Patient withdrawal from
treatment, for whatever reason, should not preclude a patient from subsequent
evaluation; in fact, they should be followed for reporting of morbidity and mor-
tality. Patient withdrawal could occur in case of serious noncompliance of a
patient, because of patient refusal for further participation, and due to clinical
judgment (i.e., due to severe side effect or disease progression). If such evidence
is lacking, it should be regarded as protocol violation.

Regardless of the type of statistical design sample size is of high importance in
a clinical trial. The required sample size often depends on trial design. In small-
scale trials or pilot studies approximately 10, in medium-size trials typically
50-100, and in large-scale trials several hundred subjects participate in each
patient group. When the required number of patients is too large, several institu-
tions may participate, so multicenter or multinational trials are organized. Slow
patient recruitment is a serious concern in all trials.

6. Administrative procedures

Biomedical research and, in particular, clinical trials are very complex and well
regulated. Administrative procedures have two objectives: to provide help in
obtaining correct and unambiguous results, and to prove that experiments were
performed as described, according to high scientific and ethical standards, and
therefore to increase confidence in the conclusions obtained. Administrative pro-
cedures also involve various controls (inside and outside the institute performing
the study).

Quality assurance/quality control should be a standard part of research prac-
tice, and this includes sample handling. Since it is inevitable that several individ-
uals and often several laboratories will collaborate, strict adherence to SOP is
essential. Inappropriate handling of the samples could endanger the result of the
whole project. It also helps the technical personnel to avoid misunderstanding or
misinterpretation.

Labeling, retrieval, and storage of samples should be regulated in detail, just
as sample flow. Equipment should be maintained and calibrated regularly; the
personnel operating them should be trained properly. Note that these not just have to
be performed adequately, but have to be documented in detail. Clinical work should
typically be performed according to GCP: an international ethical and scientific
quality standard. Its main objective is to ensure that the data and reported results are
credible and accurate, and that the rights of trial subjects are adequately protected.
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1. Sampling

Mass spectrometry is a highly selective analytical technique, which can provide
reliable information about the molecular composition of a biological sample. The
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latest improvements in mass spectrometry can cope with more and more
challenging bioanalytical problems, thereby dramatically increasing the utility of
mass spectrometric applications. Nevertheless, the success does depend not only
on the actually applied analytical technique but also on other steps of the whole
analytical protocol, from sampling to data evaluation. Among the most crucial
and time-consuming steps are sampling and sample preparation, which may
comprise over 80% of total analysis time [1]. The quality of these steps is a key
factor in determining the success of analysis [2]. The majority of analytical
processes consist of four primary steps: sampling, sample preparation, analysis,
and data evaluation, as discussed briefly in Chapter 2.

Even for a highly efficient analytical method, such as mass spectrometry, the sam-
pling is of critical importance. It ensures that the analyzed sample is representative
and reflects the condition of the biological object. Clinical and biomedical aspects
of sampling have been discussed in Chapter 3. Improper sample handling may intro-
duce drastic errors in the process, making the analysis useless or misleading. Sample
pretreatment is generally also required to avoid interferences and improve the
performance of the analytical protocol, especially when complex matrices such as
blood or tissue are studied.

In the sampling step, the material to be analyzed is collected, for example,
blood is drawn into heparin-containing vacuum tubes. The objective of any
sampling strategy is to obtain a homogenous and representative sample that is
a prerequisite for obtaining meaningful results. Homogeneity is generally not a
critical issue for gaseous and fluid samples, but it really matters for solid
samples.

Sample collection includes a decision on where and when to get samples so
that it properly represents the biological objects being analyzed. For instance,
what time span must be spent between administration of a drug and drawing of
the blood sample, or shall the sampling happen before or after alimentation, etc.
Sampling also includes the selection of a method that obtains samples in the
appropriate amounts (e.g., is the blood needed only for dried blood spots or for
methods requiring several milliliters?). For trace analysis, sampling is a very
critical issue. If not properly planned and performed by using appropriate
sampling tools with care and expertise, the total error caused by sampling can
increase from the usually expected few percentages to several orders of
magnitude.

In bioanalytical studies it is always necessary to collect appropriate blank sam-
ples. These blank samples are the matrices that have no measurable amount of the
analyte of interest. The ideal blank will be collected from the same source as the
samples, but will be free of analyte. All the conditions related to the collection of
the blank sample—storage, pretreatment, extraction, concentration, and analysis—
have to be the same as for the actual samples. Such an ideal blank sample is not
always available, so often a compromise is necessary. For example, when an
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endogenous analyte is studied (which is always present in the given biological
matrix), a well-defined standard sample should be used. This should contain the
studied analyte in a well-defined (not variable) amount.

In most cases, standards are also needed for analysis, and these should be added
to the sample as soon as possible, preferably at the time of sampling. The standard
is often an isotope-labeled compound. A big advantage of mass spectrometry-
based methods is that they can detect stable isotope labels and are not radioactive;
therefore, they do not pose a health hazard and can be freely used. Stable isotope
labeling is also called “isotope labeled affinity tags,” especially in the field of
proteomics.

Biological matrices may be liquid or solid, and contain a variety of different
molecules and particles. Various biological samples are used for chemical analy-
sis. Most commonly blood and urine are used, but saliva, milk, sweat, feces, and
various tissues (liver, kidney, brain, etc.) are also studied. The properties of these
matrices for sampling and sample preparation are described in books [3,4] and
reviews [5]; here only a brief description is given.

Blood is a fluid connective tissue in which the blood cells are suspended in a
fluid matrix called plasma. The blood transports oxygen, the products of diges-
tion, hormones, enzymes, and many other chemical substances including the
waste products of metabolism. If fresh blood is placed in a centrifuge tube and
rotated rapidly, it separates into its three basic components. The upper layer,
about 55% of whole blood, is a light-amber fluid called plasma. The remaining
45% is a mixture containing the formed elements, mostly red blood cells (lower
layer) and approximately 1% white blood cells (middle layer, also called buffy
coat). Serum is also studied; this is a yellowish liquid obtained after clotting.
Clotting is an important property of blood, and is usually undesirable for
analytical work. Most often clotting is inhibited by anticoagulants like heparin
(a mucopolysaccharide) or ethylene diamine tetraacetic acid (EDTA). In most
cases EDTA is considered more appropriate, as heparin may interact with some
analytes changing sample composition. However, EDTA may not be used for
studying metals or organometallics.

Molecular composition of blood is most often analyzed by studying plasma or
serum. For a long period these should be stored at —80°C; for a few weeks stor-
age at —20°C is usually acceptable. Note that storage plasma is a critical issue; the
type of analysis to be performed may dictate different conditions. For example,
and arguably, RNA profiling may give meaningful results only when fresh sam-
ples are used. Blood contains both small molecules and a large amount of proteins.
After obtaining the plasma (or serum), the next step is usually separation of
macromolecules (mostly proteins) and small molecules, e.g., by protein precipita-
tion (see the following text). Analysis of these two molecular fractions requires
different methodologies. Note that small molecules may bind to proteins, and this
possibility has to be taken into account.
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Urine is also a very commonly studied biological matrix. It is much less com-
plex than blood, and contains only a small amount of macromolecules. It has a high
salt content and both organic and inorganic constituents. Its main components
include NaCl (10 g/1), K (1.5 g/1), sulfate (0.8 g/1), phosphate (0.8 g/1), Ca and Mg
(0.15 g/1), urea (20 g/1), creatinine (1 g/1), and uric acid (0.5 g/1). Urine should be
protected from bacterial degradation, which is mostly accomplished by freezing the
samples until analysis.

Other body fluids such as saliva or milk are also sometimes analyzed. Saliva con-
tains approximately 0.3% protein (mostly enzymes), 0.3% mucin, and some salts.
It can often be analyzed directly, without sample preparation or extraction. Human
milk contains mainly proteins (3%), lipids (3%), and carbohydrates (mainly lactose,
6.8%). Lipids are suspended in the form of droplets, so homogeneity of the studied
sample must be ensured. From the third week from the start of lactation, composi-
tion of human milk is quite constant, but that of the initially secreted colostrum is
significantly different. Milk samples are commonly used for the trace analysis of
pesticides, heavy metals, antibiotics, and some drugs.

Various tissues are also analyzed, although much less frequently than blood or
urine. This is partly because these are far more difficult to obtain (especially
human samples), partly because sample preparation is much more challenging.
Obtaining a representative sample is important (and often difficult) and requires
homogenization. Tissues often have high fat content, which also complicates
sample preparation. Combination of various sample preparation and extraction
methods is often required, and precise protocols are indispensable. These protocols

depend significantly on the type of tissue studied.

Hair is a special case, and is an attractive target for chemical analysis: It is
noninvasive to collect, requires relatively simple sample preparation protocols,
and provides a historical record of exposure to various chemicals and drugs. Hair
is usually collected from the area at the back of the head, and to provide a repre-
sentative sample, at least 200 mg should be collected. Hair analysis is being often
used, especially in forensic applications.

2. Sample preparation

Biological matrices are mostly highly complex aqueous (except the fat or lipid
tissues) mixtures, usually having high protein and salt content. Most are not
adequate for direct chromatographic or mass spectrometric analysis but require
sample preparation including cleanup, extraction, and/or derivatization. The main
objective of sample preparation is to convert a real biological matrix into a form
suitable for analysis by the desired analytical technique [6]. The theory and
implementation of sample cleanup and extraction are based on similar physico-
chemical principles as chromatographic methods, so the present chapter and the
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following one on “separation methods” are strongly related and complement each
other.

The first aim of sample preparation is the removal of potential interferences.
For example, inorganic salts need to be removed from the sample before analysis
by mass spectrometry, as they suppress ionization of organic analytes and reduce
sensitivity. For analyzing small molecules, such as drugs, fatty acids, and sugar
phosphates, proteins and glycoproteins need to be removed.

The second aim of sample preparation is to increase the concentration of
analytes to achieve adequate signal intensities. Enrichment is usually performed
by extraction methods, such as liquid-liquid (LLE) or solid-phase (SPE) extrac-
tion. The simplest form of enrichment is drying the sample and reconstituting it in
a smaller solvent volume. Extraction is often combined with a change of solvent
(e.g., an aqueous sample, after extraction, will be reconstituted in an organic
solvent).

There may be several other reasons for using sample preparation. Analytes are
often changed chemically (i.e., are derivatized) to become better suited for analy-
sis or detection. Furthermore, sample preparation should be robust to provide
reproducible samples independent of variations in the sample matrix.

A large variety of different sample preparation methods are available. In most
cases one technique is rarely sufficient; usually several are used in combination.
Here only the most commonly used ones will be discussed. Sample preparation
usually starts with separating the sample into various fractions. First, particles
(such as cells, fibers, etc.) are separated, using centrifugation and/or filtration to
provide a homogenous solution. In the next step, small molecules are separated
from macromolecules. Commonly this is done by protein precipitation, ultrafiltra-
tion, or dialysis. Salt content may also be reduced by dialysis. Following these
preliminary steps, proteins and other macromolecules are usually digested.
Derivatization is also commonly used to convert the sample into a form more
amenable for analysis. Other simple sample preparation methods include removal
of the solvent, often done using vacuum evaporation or lyophilization. Sample
preparation also includes various extraction methods that will be discussed in the
next section.

2.1. Centrifugation

Centrifugation is a very common technique to separate solid particles dispersed in
liquid medium, e.g., blood cells and plasma. The liquid sample is placed in a
special vial or holder, which is rotated very fast. Sample components are separated
due to the centrifugal force, based on their density difference. Centrifugation is
commonly used in combination with a variety of sample preparation techniques.
Centrifugation can also be used to separate emulsions (such as milk) and immis-
cible solvents (e.g., in combination with LLE).
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Laboratory centrifuges usually work with 20-40 cm diameter rotors holding
10-100 sample vials or two to four microtiter plates. Efficiency depends on
rotational velocity; typical laboratory centrifuges work with 100-20,000 rotations
per minute, allowing separations in a few minutes time.

Ultracentrifuges are different specialized equipment, working at higher
velocities. These are mostly used to separate macromolecules based on molecular
mass. Vacuum centrifuges are also common; their purpose is evaporating solvents—
centrifugation is used to help in keeping the solution at the bottom of the vial.

2.2. Filtration

Filtration is another common method to separate solid particles dispersed in a
liquid. The simplest case is filter paper, although mostly polymer-based filter
membranes are used. The most important quality of filters is the size (diameter) of
the particles filtered out, corresponding to the pore size of the filter. In the case of
ultrafiltration, macromolecules can be filtered out—this is discussed in Section 2.4.
Filters come in various sizes, depending on the quantity of sample to be analyzed.
They may be incorporated into the tips of pipettes, which make it easy to remove
small solid particles from a solution, for example, before injecting it onto a
chromatographic column.

2.3. Protein precipitation

Probably the simplest way to separate proteins from small molecules is protein
precipitation. It is needed for studying low-molecular-weight compounds (MW
below 2-5 kDa), as the presence of macromolecules typically deteriorates analyt-
ical performance. In chromatography they lift the baseline, cause noise, and may
even ruin chromatographic columns. In MS, they deteriorate ionization and may
block the ion source.

Precipitation is performed by adding organic solvent (acetonitrile, methanol),
inorganic acid (perchloric acid), or salt (zinc sulfate) to the sample. After mixing,
the proteins aggregate, and after centrifugation, they form a pellet at the bottom of
the sample vial. This pellet can be easily removed from the remaining liquid,
making separation of proteins and small molecules easy and quick. However, the
disadvantage of protein precipitation is that various proteins precipitate under
different conditions, so protein removal is not perfect. The precipitated proteins
may bind various small molecules and remove them from the solution. This may
influence quantitation, which has to be taken into account.

2.4. Ultrafiltration

Ultrafiltration is another common way of separating small and large molecules
(e.g., sodium vs. albumin). The liquid sample is dispensed into an ultrafiltration
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tube. The bottom of this tube is a membrane, usually made of regenerated cellu-
lose. After the tube is put into a centrifuge, the centrifugal force pushes the solvent
and the small molecules through the membrane. The macromolecules (in the pres-
ent example albumin) are retained on the membrane. After ultrafiltration they can
be washed from the membrane. Both the macromolecules and the solution con-
taining the small molecules may be used for further analysis. Care must be taken
with ultrafiltration because the membrane material might bind some analytes. This
must be checked before applying ultrafiltration.

The most important characteristic of an ultrafiltration tube is its MW cutoff
value, usually expressed in kilodaltons. A tube with 10 kDa cutoff retains the mol-
ecules with molecular mass higher than approximately 10 kDa. This cutoff value
is not very accurate; in the present example, a small fraction of compounds with
5-10 kDa may be retained, while some of 15-20 kDa may pass through the filter.
There are various filters, with cutoff values in the range 3—100 kDa.

2.5. Dialysis and electrodialysis

Like the other methods, the main purpose of dialysis and electrodialysis is the
separation of small and large molecules; it is often used for desalting purposes.
These are based on the phenomenon that certain compounds can diffuse through a
semipermeable membrane, while others cannot. This differentiation is mainly
based on molecular size. The principle of dialysis is, in fact, quite similar to ultra-
filtration; the driving force is not only gravity (assisted by centrifugation) but also
osmotic pressure.

In a typical dialysis experiment, a membrane separates two liquid phases, one
of which is the sample (see Fig. 1) and the other is a clean washing liquid. The
membrane is permeable for small molecules but retains large ones. Small mol-
ecules can therefore diffuse through the membrane into the other liquid phase.
This diffusion process goes on until equilibration is reached. In practice, a large
amount of washing liquid and a small amount of sample solution are used, so

Beaker

\ ﬁDialysis tube

Protein sample

Buffer solution

Semi-permeable
membrane

Fig. 1. Schematic diagram of dialysis.
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concentration of the (unwanted) small molecules in the sample is significantly
reduced.

A typical example of dialysis is desalting of proteins. About 500 wl protein
solution is put into a dialysis tube, which is immersed in 500 ml buffer solution
(see Fig. 1). The salts diffuse from the sample into the buffer solution, while the
buffer (since diffusion can occur in the opposite direction too) diffuses into
the sample and maintains the pH. This process not only desalts the protein but also
can be used to exchange the buffer.

Various dialysis membranes are used; those of 10-15 kDa molecular weight
cutoff are most common. Dialysis may also be used to clean small molecules
from unwanted macromolecules. It is easy to miniaturize; sample volumes as
small as a microliter can be used (e.g., one drop of sample placed onto a small
filter floating on pure water). Various parameters may influence the efficiency of
dialysis, such as the type of the membrane, temperature, the volume of the sam-
ple, extractant volume, etc. Efficiency of the dialysis may significantly be
decreased if the analytes bind to the membrane either by electrostatic or by
hydrophobic interaction. The use of a low-concentration surfactant may decrease
this effect.

In electrodialysis, diffusion of charged compounds through the membrane is
aided by an electric potential difference. Naturally, this potential difference acts
only on charged species, so in electrodialysis the charge on the analyte has key
importance.

2.6. Digestion

Digestion is among the most commonly used preparative steps for studying
macromolecules. Most analytical techniques yield only limited information on
macromolecules, so breaking them into smaller fragments is often necessary.
These small fragments are then studied by “conventional” methods, such as
chromatography and mass spectrometry. Tryptic digestion of proteins is probably
most common, but many other digestion procedures are also used. These break up
proteins and other macromolecules, and are invaluable tools for studying the
structure and function of macromolecules. Many enzymes have special selectivity.
These may be used not only to break up macromolecules but also to study special
structural features.

In the case of trypsine, proteins are cleaved at basic sites (lysine and arginine).
Using this enzyme is very popular as it has high specificity, it is easy to use and
the result is well reproducible. Tryptic digestion is commonly accompanied with
other chemical treatment, such as unfolding the protein and cleavage of the sulfur
bridges. Various experimental protocols can be found in the literature for using
trypsine; most of them are quite effective. The obtained digest, which is a complex
mixture, is then analyzed by MALDI-TOF or HPLC-MS-MS experiments. The
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results are evaluated by using bioinformatics and identifying the protein; it may
also yield other structural information (e.g., on posttranslational modifications).
Tryptic digestion is the most common tool in proteomics, and will be discussed in
detail later in the book.

2.7. Chemical derivatization

Chemical derivatization is often applied when the properties of target analytes are
not compatible with the analytical procedure, when detection is not sufficiently
sensitive, to label a given analyte, or to increase selectivity. While derivatization
may increase analytical performance, it is time-consuming and often labor
intensive. The most critical issue is, however, that derivatization changes sample
composition, may not be quantitative, may lead to by-products, and may lead to
the loss of the analyte (especially if done at a very small scale). These problems
need to be carefully considered (increasing the time and cost of method
development) and may compromise reproducibility and robustness of the analyti-
cal procedure. For these reasons although derivatization is often indispensable, if
possible, it is often avoided.

A popular application of chemical derivatization in the biomedical field is
amino acid and carnitine analysis using tandem mass spectrometry. Free amino
acids in dried blood spots are butylated, which increases both selectivity and
ionization efficiency. This way the time-consuming chromatography—mass spec-
trometry analysis can be substituted by very fast tandem mass spectrometry
(requiring approximately 1 min). This opens up the possibility of population-wide
screening for inherited metabolic disorders, which is applied in many countries.
Another typical example is volatilization of polar compounds to make them
amenable for gas chromatographic analysis. Many such procedures are known,
e.g., methylation or silylation. One such application in the biomedical field is
methylation of very long chain fatty acids in plasma to screen peroxisomal disor-
ders. Although time-consuming, this makes very long chain fatty acid analysis
possible using gas chromatography (GC).

2.8. Lyophilization

The purpose of lyophilization is to evaporate the solvent under very gentle
conditions. First, the sample is frozen and then the solvent is sublimed away using
vacuum. The remaining solid sample forms a very light structure with high surface
area. In practice, it means that it is easy to collect and/or re-solvate the sample,
even if the quantity is very small. Note that conventional, complete solvent evap-
oration (using heating and often also using vacuum evaporation) often results in a
very compact solid material, partly sticking to the wall of the vial, which is
difficult to collect or re-solvate. It is a particularly important aspect of handling
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small amounts of material—complete solvent evaporation often results in a
significant loss of sample. Lyophilization is therefore an efficient method for
concentrating and handling small amounts of samples.

3. Extraction techniques

Extraction methods form an integral part of sample preparation. They are grouped
together, as their main purpose is to increase the concentration of the analyte and
they are strongly connected to chromatography. In fact, these can be regarded as
a very simplified form of chromatography. The oldest, but efficient and still used
version is LLE. SPE is probably most common; it has many versions and has
become an indispensable tool in the biomedical field. Its further simplified form
is “ZipTip” preparation. The principle of solid-phase microextraction (SPME) is
more similar to LLE than to SPE; it is commonly used sample preparation method
for analyzing volatile compounds.

3.1. Liquid-liquid extraction (LLE)

LLE is also called solvent extraction. It is used for both sample cleanup and con-
centration of the analyte. LLE is based on the phenomenon that a compound will
distribute between two nonmiscible liquid phases. The equilibrium is strongly
determined by the physicochemical parameters of the two liquids and can be
advantageously used to concentrate some while dilute other components of the
sample.

In a typical LLE experiment, an aqueous sample is mixed with an apolar, non-
miscible solvent (like n-hexane). This may be performed in a simple vial or in a
special separatory funnel. After combining the two liquids the vial (or separatory
funnel) is shaken vigorously to aid mixing of the two liquids. Once the shaking is
over liquid droplets are formed (as the two solvents are not miscible); these are
allowed to coalesce (possibly aided by centrifugation) and the two bulk phases are
separated from each other. In this experiment, polar and apolar analytes are sepa-
rated to a large degree: The polar ones are concentrated in the aqueous phase and
the apolar ones in the organic phase. The phase in which the analyte is dissolved
is collected (e.g., by pipetting that phase into another vial).

The success of LLE is mainly determined by the choice of the solvents, the use
of additives (e.g., by adjusting the pH, which strongly determines solubility in
water), and the type of impurities which needed to be separated. When the
interferences are similar to the analytes, LLE cannot be applied successfully.
Important advantages of LLE are its large sample capacity and negligible memory
effects. Disadvantages are that it uses large amounts of organic solvents (which
are expensive and toxic), is very labor intensive, and is difficult to automate.
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A common application of LLE is extraction of drugs from aqueous matrices
using volatile organic solvents (e.g., dichloromethane), which is easy to concen-
trate by evaporation of the solvent and can be directly injected into a GC or
GC/MS instrument for analysis. A very efficient method is the so-called back-
extraction, which can be used for various drugs that can be ionized in a certain pH
range. First, the pH of the aqueous phase is adjusted so that the analyte will be in
neutral form when it migrates into the organic phase, where it is well soluble. This
may be aided by salting the aqueous phase. In the next step (back-extraction) the
organic phase is mixed with an aqueous phase, in which the pH is adjusted so that
the analyte will be ionized. This strongly favors solubility in the aqueous phase,
so the analyte will be “back-extracted.” This method is able to separate the analyte
from both apolar and many polar impurities, resulting in an efficient and easy
sample cleanup procedure.

The conventional LLE technique requires large sample size (10-100 ml at
least), which is usually not available in the biomedical field (a possible exception
is urine analysis). To overcome this difficulty (and also that of the cost of large
volumes of organic solvents), liguid-phase microextraction techniques have been
developed—these rapidly gain popularity. Easiest and the most common among
these is the “single liquid drop” technique, which utilizes a microliter or smaller
size droplet of organic solvent suspended in a large volume of aqueous phase [7],
as shown in Fig. 2. Analyte distribution and equilibration between the two phases

T Syringe
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Fig. 2. Schematic diagram of the “single liquid drop” LLE technique.
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occur similarly to classical LLE. When the extraction is terminated, the drop can
be withdrawn into the syringe and injected directly into an analyzer system
(usually GC or HPLC) [7].

Unsupported liquid membrane techniques with three phases involve an aqueous
sample phase separated from another aqueous phase (called as receiver phase) by
a layer of organic solvent (e.g., octane). Analyte components first diffuse from the
sample into the organic liquid membrane and then back-extract out of the mem-
brane into the receiving phase. At the same time, interferences do not diffuse into
the organic membrane layer but stay in the original sample phase.

Supported liquid membrane extraction techniques employ either two or three
phases, with simultaneous forward- and back-extraction in the latter configuration.
The aqueous sample phase is separated from the bulk organic or an aqueous receiver
phase by a porous polymer membrane, in the form of either a flat sheet or a hollow
fiber that has been impregnated with the organic solvent phase. The sample phase is
continuously pumped, the receiver phase may be stagnant or pumped, and the
organic phase in the membrane pores is stagnant and reusable [8—10].

3.2. Solid-phase extraction (SPE)

The principal goals of SPE are analyte enrichment, purification, and medium
exchange (e.g., from aqueous to organic) [11]. SPE is very similar to liquid
chromatography and uses the same physicochemical principles, solvents, and
stationary (solid) phases. It has become a very successful and widespread method;
most biomedical laboratories use it in everyday practice.

A typical SPE experiment includes several SPE cartridges placed onto a
vacuum manifold, as shown in Fig. 3. The SPE cartridge is a short column,
resembling an open syringe barrel, containing sorbent material (the solid or
stationary phase) packed between porous metal or plastic frits. First, the cartridge
is treated with a solvent (to wet the surface) and then the sample solution is placed
(pipetted or poured) into the open tube. The solvent passes through the column
material and drops into the container below. To speed up the process, vacuum is
applied to the bottom of the column. Using proper solvents and cartridges, the
analytes will be absorbed on the sorbent material, while the impurities will not be
retained and pass through the column with the solvent. In the next step the analytes
will be eluted using another solvent and collected into Eppendorf tubes. In typical
SPE applications, approximately 1 ml sample size is used, the cartridges are
washed with a few millimeters of solvent, and elution may require 10-20 min.
A typical vacuum manifold accommodates about 10 SPE cartridges (which are
easy to manage manually). In order to improve reproducibility and avoid cross-
contamination, SPE cartridges are used only once; then they are discarded.

SPE, like other sample preparation procedures, requires careful and accurate
execution. As it is very common, various steps of the SPE procedure will be
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Fig. 3. Schematic setup of an SPE experiment.

described in detail. Viscous samples often need to be diluted before SPE. As a typ-
ical example, 200 pl serum is studied, which is first diluted four times with water
to 800 pl, and it is studied by reverse-phase (RP) SPE, using a C18 cartridge of
500 mg capacity (or bed volume).

(1) First, the packing material in the SPE cartridge must be conditioned and
equilibrated. The role of conditioning is to solvate the functional groups in
the sorbent material. Equilibration maximizes the efficiency and repro-
ducibility of retention and also reduces the amount of sorbent impurities
washed off at the elution stage. Conditioning is particularly important for
processing aqueous samples. Conditioning and equilibration occur at the
same time by flushing the packing material with the same solvent (i.e.,
water) as used for the sample. This and all other washing steps should take
place at a controlled flow rate, typically one to two drops per second, using
approximately 2 ml of water. Solvent flow can be adjusted by the vacuum
pressure applied. After conditioning and equilibration the SPE cartridge is
ready for the sample.

(2) The sample is applied to the cartridge, maintaining the flow rate in order to
allow efficient binding onto the phase.

(3) After the sample is applied to the SPE cartridge, a washing step is typical-
ly included to complete elution of the interferences. This washing step can
be performed with either the same or a different (stronger) solvent than
used for the sample, using again approximately 2 ml of water. In some cases
this washing step is followed by drying, when traces of the washing solvent
(typically an aqueous phase) should be completely eliminated.
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(4) Finally, the analytes of interest are eluted from the sorbent in a small
volume of strong solvent, in the present case 0.5-1 ml of methanol or
acetonitrile. The result of this final elution is an effluent that contains the
purified analyte. This SPE preparation usually requires about 20 min time;
preparing 10 samples in parallel is typical. Note that sometimes SPE can be
used in the “opposite” direction, when the analyte to be purified is eluted
and the impurities are bound to the cartridge.

There are various practical aspects to consider when performing SPE operation.
The high surface tension and high polarity of water often result in a slow and
uneven flow through the packing, leading to low analyte recovery. To overcome
this problem, addition of a small amount of organic solvent to aqueous phases is
suggested, which helps to maintain constant flow even if large sample volumes are
used. Viscous samples often exhibit irreproducible results, mainly because they do
not allow a stable flow through the cartridge. In such cases dilution (especially
with relatively low viscosity solvent) helps to overcome this problem. In the
typical case of plasma samples, it is diluted three to five times using water
containing 5-10% methanol, which often solves both problems discussed earlier.
Accurate adjustment of pH and ion strength is often necessary both to ensure
efficient separation and to obtain good reproducibility, particularly when ionic
compounds are studied. In some cases proteins and other macromolecules are
removed from the biological fluid before SPE, but this is not always necessary.
The most typical practical problem with SPE is nonuniform flow of the liquid
through the extraction bed. This should be carefully controlled by the operator.
Changing the vacuum pressure and degree of dilution and not allowing the
extraction bed to dry are needed to avoid this problem.

Development of SPE methods requires a sound knowledge of liquid
chromatography. The most important parameters are the SPE cartridge (type of the
sorbent) and the type of solvents used. The size of the cartridge (which determines
the sample amount) is also important: Too small sorbent size is easily overloaded,
while too large sorbent size may bind the analyte, thereby decreasing recovery.
Like in chromatography, various additives, especially buffers, may be used to
improve performance.

The three most important types of SPE are RP, normal phase (NP), and ion
exchange (IE). RP-SPE is best to clean up polar samples from an aqueous phase;
NP-SPE is best used for apolar compounds dissolved in an organic matrix, while
ionic compounds are best retained on IE-SPE cartridges. Fig. 4 provides a useful
guide for selecting the SPE method. Retention mechanism on SPE cartridges is
essentially the same as that in chromatography and this is discussed in more detail
in the next chapter.

Reverse-phase SPE separations, like RP chromatography, uses a polar (aqueous)
sample, an apolar stationary phase, and an organic solvent to elute the analyte.
Commonly used stationary phases are alkyl-bonded silicas such as C18, C8, and C4,
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Fig. 4. General guidelines for selecting the type of SPE cartridge to be used. SAX, strong anion
exchange; amino, amino column; SCX, strong cation exchange; WCX, weak cation exchange;
RP, reverse phase; NP, normal phase; IE, ion exchange.

but occasionally polymers (such as styrene/divinylbenzene [12]) may also be
used. Retention of organic analytes is primarily due to the attractive (van der
Waals) forces. A typical example of RP-SPE extraction of drugs from plasma
was described earlier. Slightly acidic or basic compounds can be also purified
using this method, if one adjusts the solvent pH to the value at which the analytes
are present in their nondissociated form. A different, somewhat more complex,
application of RP SPE cartridges is the extraction of very polar components
from aqueous matrices by using ion-pair SPE [13]. The highly polar compounds
have poor retention on RP media, but with the help of an ion-pairing reagent
(such as triethanolamine) they can also be retained by the apolar reverse phase. First,
the ion-pairing reagent binds to the SPE surface and then the polar analyte binds
to the ion-pairing reagent. If SPE is followed by mass spectrometric analysis, volatile
ion-pairing reagent should be used at a relatively low (maximum 10 mM) con-
centration to avoid suppression effects.

Normal-phase SPE methods use apolar solvents and a polar stationary phase
(cartridge packing). These are mostly applied to clean up and concentrate polar
analytes in mid- to nonpolar matrices (e.g., acetone, chlorinated solvents, and
hexane). The most widely used NP packings are pure or occasionally functional-
ized silica (cyano, amine, and diol phases). Retention of the analytes is primarily
due to interactions between polar functional groups between the analyte and silica
packing. Compounds absorbed on the cartridge are then eluted using a polar sol-
vent, such as methanol or water. A typical example to extract slightly polar drugs
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from biological matrices such as plasma is the following. The first step is LLE
of plasma with hexane:ethylacetate 95:5 mixture. A silica SPE cartridge is
conditioned with two bed volumes of hexane, followed by equilibration with two
bed volumes of hexane:ethylacetate 95:5 mixture. The hexane:ethylacetate extract
of the sample is diluted with hexane:ethylacetate 95:5 to about one bed volume
and is applied to the cartridge. It is washed with one bed volume of hexane:ethyl-
acetate 95:5. Finally, the analytes are eluted with 0.5-3 ml of hexane:ethylacetate
2:1 mixture.

lon-exchange SPE is best used for the extraction of ionized compounds or
compounds which may be ionic by shifting the pH. Negatively charged com-
pounds can be retained with strong anion exchange (SAX) or weak anion-
exchange (silica-based amine) cartridges. Positively charged compounds can be
retained by strong cation exchange (SCX) or weak cation exchange (WCX)
phases. Retention mechanism is based on electrostatic attraction between the
charged functional group on the compound and the charged group that is bond-
ed to the silica surface. In the case of SAX, SPE packing material contains
aliphatic quaternary amine groups bound to the silica surface. This is a strong
base in the form of a permanent cation (pK, of a quaternary amine is very high,
greater than 14) that attracts anionic species present in the solution. Likewise,
strong or weak anion-exchange phases may be used to extract positively charged
analytes.

More sophisticated SPE methodologies are also in use, for example, involving
a mixture of different cartridge packings (so-called mixed phases). Several SPE
steps can also be performed in sequence, resulting in highly efficient purification.
SPE is also well adapted to high-throughput operations, using 96-well sample
plates, which may be used to collect samples in a conventional 96-well plate.
Method optimization is made easier by using special plates where different SPE
packings are placed, so the result of parallel experiments can be evaluated and the
method (SPE cartridge—solvent combination) giving the best results can be
determined easily.

Application of SPE offers an opportunity to obtain an exceptionally clean,
concentrated fraction of analytes from very complex matrices. This approach is
attractive in biological sciences, since the samples are nearly always highly
complex mixtures. The SPE process is based on physicochemical sorption
processes and it does not involve chemical treatments, so it is less prone to
introduce artifacts. SPE is well suited to a sample size small enough to be easily
available (less or much less than a milliliter of body fluid or a gram of tissue), but
large enough that even minor components could be identified in the subsequent
analysis step. Disadvantages of SPE include that it is a multistep, labor-intensive
process. Automation is possible but expensive. In some cases, irreversible adsorp-
tion of the analytes can occur on the SPE cartridge, leading to recovery problems,
especially when very small sample size is used.
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3.3. ZipTip® sampling

To overcome problems with automation and recovery, ZipTip sampling has
been developed, which is best regarded as miniaturized and simplified SPE
equipment. It is frequently used in the field of proteomics, mostly as the last
sample preparation step. Sample amount is only a few (3-30) wl, containing
less than a picomole protein digest. Commonly it is used to remove salts and
detergents from the sample, e.g., after tryptic digest, just before mass spectro-
metric analysis.

The ZipTip equipment is similar to a conventional pipette tip, packed with a
small amount of sorbent. Usually 10 pl pipette tips are used with 0.2-0.6 .l bed
volume; the sorbent is packed into the tip region. Similar types of sorbents are
used as in SPE, although with less variety. Most common are C18, C4, occasion-
ally SCX, and metal chelate stationary phases. Operation is similar to SPE: First,
the tip is conditioned by aspirating and dispensing a few microliters of clean
solvent. Then, the sample is aspirated and dispensed, followed by washing with
the same solvent (usually water). The sample is bound to the sorbent, while con-
taminants (salts, detergents, etc.) are washed away. Last, the sample is eluted in a
few microliters of stronger solvent, e.g., 0.1% formic acid:75% methanol. The
recovered samples are directly transferred to the MALDI target or injected into the
mass spectrometer or loaded directly into a nanospray needle [14]. For MALDI
analysis, it is also common to elute the sample with the MALDI matrix, spotting
it directly onto the target.

There are different resins available. C18 and C4 packings are often used for
desalting and concentrating peptides and proteins, SCX phases for removing
detergents, and metal chelate packings for enriching phosphopeptides. The main
advantages of using ZipTip are that it is very simple and fast (requires less than a
minute), and recovery problems are minimized (due to the use of only very small
sorbent size).

3.4. Solid-phase microextraction

A recent and very successful approach to sample preparation is SPME invented by
Pawliszyn and coworkers [15], and reviewed recently [16]. SPME integrates
sampling, extraction, concentration, and sample introduction into a single, solvent-
free step. It is excellent as a sampling tool for GC and gas chromatography—
mass spectrometry (GC-MS). It is routinely used for extraction of volatile and
semivolatile organics, mostly as headspace (HS) analysis.

The SPME apparatus looks like a modified syringe (see Fig. 5) consisting of a
fiber holder needle and a fiber assembly, the latter equipped with a 1-2 cm long
retractable SPME fiber. The fiber itself is a thin fused-silica optical fiber, coated
with a thin polymer film (such as polydimethylsiloxane, PDMS), as shown
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Fig. 5. Schematic diagram of an SPME needle.

in Fig. 5. The polymer coating on the fiber acts as a sponge, concentrating the
analytes by absorption/adsorption processes. The principle of extraction is anal-
ogous to that of GC, based on a partitioning process [17]. There are various types
of fibers; the choice depends mainly on the polarity and volatility of analytes.
Extraction usually takes place in the gas phase (HS sampling), though occasion-
ally the fiber may be immersed into a liquid sample.

During sampling, the SPME needle is first introduced into the sample vial
usually by piercing a septum, as shown in Fig. 6. Then the extraction fiber is
pushed out of the needle, either into a gas, into the HS of a sample, or immersed
into a liquid sample (direct immersion (DI) or DI-SPME analysis). Agitation of the
sample (by stirring or by sonication) improves transport of analytes from the bulk
phase, accelerating equilibration. After equilibrium is reached, the fiber is
withdrawn into the needle, taken out of the sample vial, and introduced into the GC
injector. The fiber is exposed; analytes are desorbed and carried onto the separa-
tion column by the carrier gas. The GC injector is usually at a high temperature, so
desorption is fast. As there is no solvent, splitless injection can usually be per-
formed, making the analysis very sensitive. Finally, the SPME device is withdrawn
from the GC injector. The SPME fibers can easily be cleaned by heating. This is
usually performed by keeping the fiber in the GC injector for some time (switch-
ing to split mode after injection) or using a special syringe cleaner. In the case of
HS analysis, fibers can be reused hundreds of times, so SPME operation is
relatively inexpensive.
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Fig. 6. lllustration of the SPME process.

The sampling process in SPME depends on a number of parameters. Probably
the most important is temperature—in the case of both traditional HS analysis and
SPME. Polymer coating has a similar influence as the stationary phase in GC. The
types of SPME fibers are analogous to the types of GC columns available.
Probably, most commonly the apolar PDMS coating is used. Film thickness not
only relates to sample capacity and volatility of the analyte but also has an
influence on the time needed to establish equilibrium. Establishing equilibrium
conditions depends on many parameters (volatility of the sample, volume of head
space, intensity of stirring, etc.) and may require a few minutes or several hours.
The SPME fiber has to be immersed into the HS either till equilibrium is estab-
lished or, in order to obtain good reproducibility, for a well-defined and precisely
controlled period. Note that SPME fibers should be carefully handled as they are
fragile and the fiber coating can be easily damaged.

The most widespread SPME applications utilize injection to a GC (or
GC-MS) system. Thermal desorption in the GC injection port depends on the
temperature, exposure time, analyte volatility, and the type and thickness of the
fiber coating. To ensure a high linear flow, a narrow-bore GC injector insert is
required. The fiber needs to be inserted to a depth corresponding to the hot injec-
tor zone. This is important because the temperature varies along the length of
the injector, and desorption of analytes is very sensitive to the temperature.
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Desorption time is generally in the 10-100 s range, but it needs to be optimized.
To ensure high sensitivity, the injector is usually operated in splitless mode—this
is possible as no solvent is used in SPME. A frequent practical problem using
SPME is that GC septa are easily damaged with the wide (24-gauge) SPME
needles. To avoid septum coring, predrilled GC septa or septum-less injector
valves may be used.

The main advantages of SPME are good analytical performance combined with
simplicity and low cost [18]. It is well adapted to most compounds, which can be
studied by GC. SPME produces clean and concentrated extracts and is ideal for
GC-MS applications [17,19,20]. SPME is suitable for automation, which not
only reduces labor costs but also often improves accuracy and precision. The main
disadvantage of SPME is that it is less well adapted for quantitative analysis.
Accurate measurements (in terms of quantitation) require careful control of a
number of experimental variables, which is elaborate and not always feasible.

Success of SPME coupled to HS analysis using GC and GC-MS prompted
studies to extend this technique to study nonvolatile, polar compounds.
Compounds that are amenable for GC analysis, but have low vapor pressure, may
be studied by DI SPME. In this case the fiber is immersed into the liquid sample
where extraction takes place. Subsequently the fiber is inserted into the GC
injector. This technique retains most advantages of SPME, notably simple opera-
tion, solvent-free extraction, and high sensitivity. However, in this case the fiber
is easily damaged (mainly by irreversible absorption of large polar molecules) and
can be reused only few times (which makes operation expensive). Extraction
efficiency and the time necessary to reach equilibrium are influenced by several
parameters (such as agitation, pH, ion strength, etc.), and reproducibility (in terms
of quantitation) is usually worse than for HS analysis. To prevent the loss of polar
analytes, deactivation of glassware before use is recommended [21].

A further extension of the SPME technique is coupling to HPLC (or
HPLC-MS), which extends the method to (usually polar) compounds that are not
amenable for GC analysis. This is also performed by DI sampling. After extrac-
tion, compounds bound to the fiber are extracted by a strong solvent. Note that the
much simpler thermal desorption cannot be used, as the compounds to be studied
are not volatile. This extraction takes place in a special extraction chamber,
connected to a modified Rheodyne or Valco valve of an HPLC system. To facili-
tate HPLC analysis, a special, so-called in-tube SPME device has been developed.
With this technique, organic compounds in aqueous samples are directly extract-
ed from the sample into the internally coated stationary phase of a capillary
column and then desorbed by introducing a moving stream of mobile phase.

In conclusion, SPME is an ideally suited sample preparation method to prepare
samples for GC or GC-MS. Most compounds well suited for GC analysis can be
extracted and concentrated using SPME, which is easy and results in excellent
analytical performance. SPME is, however, less well adapted as a sample prepa-
ration for HPLC to study polar or large molecules.
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4. Automation and high throughput

High-throughput (HT) analysis is becoming more and more important. It means
analysis of dozens, hundreds, or even thousands of samples per day in a given lab-
oratory or on a particular instrument. In the biomedical field, it makes large-scale
experiments and testing a large number of compounds (e.g., combinatorial
libraries for a particular biological effect) possible, while in the clinical field, it is
essential for population-wide screening, but often also to test a particular group of
patients.

The main methodologies needed for HT are automation and robotization. Most
analytical methods, including sample preparation, can be adapted for this purpose.
HT requires very large investment in instrumentation (and also in method develop-
ment), but running costs (per sample analyzed) are much lower, mainly due to
reduction of manual labor. A further advantage of automatic/robotic operation is
that of finding qualified personnel, which is becoming more and more difficult.

Performing high-throughput analysis requires careful design. First, the analyti-
cal method needs to be developed in “low throughput,” keeping in mind require-
ments for future HP experiments. In the next step this should be adapted for HT.
This usually means a simplification of sample handling, parallel manipulation of a
large number of samples, speeding up all steps which include long waiting time or
analysis time. Bottlenecks in the sample flow should be identified and eliminated.
Note that to perform HT experiments the sample preparation and analytical
methods often need to be changed. Sample preparation and analytical methods
need to be very robust to perform under HT conditions. In most cases analytical
performance (e.g., detection limit) is not as good as in conventional analysis—this
needs to be taken into account in the development phase. On the other hand, repro-
ducibility is often improved using automatic and robotic techniques. An integral
part of HT operation is proper labeling (usually bar codes are used), managing sam-
ple flow, evaluation, and reporting the results. These are controlled by special
(often individually developed or adapted) software.

Sample preparation involves one step in any HT experiment—as this step is
usually the most time-consuming, it is an essential aspect of designing and
performing HT analysis. Luckily, most sample preparation methods can be adapt-
ed for HT. Probably most important is the use of well plates: a two-dimensional
array of sample vials, usually handling 96-well (occasionally 384) samples. These
are well standardized and can be used in most commercial analytical instruments.
Special automatic pipettes are developed to use with these well plates, containing
(8, 10, or 12) parallel pipette tips. These well plates are often used in manual
operation, but they still allow high-throughput operation (96 samples can be
prepared instead of 1, requiring only somewhat more time). There are commer-
cially available and often-used versions of most sample preparation laboratory
equipments (centrifuges, thermostats, automatic injectors, etc.) that can be used
in combination with these well plates. The following three examples will give
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information related to HT operation of techniques discussed earlier: protein
precipitation, LLE, and SPE.

The protein precipitation can be easily performed by an automated liquid handler
(e.g., Packard Multiprobe II, Tecan Genesis, Gilson 215, Tomtec Microtape, etc.) in
a well plate or a microwell plate, by adding a water-miscible organic solvent (typ-
ically 3:1 (v/v) ratio) to the biological matrix. Proteins are then collected in the
bottom of the well by centrifugation and the handler can take the aliquot of the clear
liquid and transfer it to a well plate prior to LC—MS injection. Additional tasks such
as adding internal standards for calibration and quality control can also be handled
by automated liquid handlers.

LLE can also be automated by using a liquid handler (Tomtec Quadra96) using
a microplate platform. The biological matrix is mixed with immiscible organic
solvent (e.g., chloroform and ether). Depending on the particular application, LLE
may require manual intervention, such as decapping tubes or vortexing (shaking).
Removal of the organic layer can be done automatically; freezing the aqueous
layer reduces possible errors in sampling.

SPE can be automated offline by using SPE microplates or by a multiple-tip
liquid-handling workstation (e.g., Zymark XP series). The SPE extraction can be
performed online as well, using a versatile automated system such as Prospekt
from Spark Holland. This automated unit includes a solvent delivery unit, a
cartridge transport, a sealing mechanism, and an autosampler. Samples are intro-
duced by the autosampler and loaded to a disposable cartridge (2 mm X 10 mm);
a weak solvent then elutes the unretained salts and the polar matrix components.
An optimized sequence of solvents is used to wash the trapped analytes to an ana-
lytical column for HPLC separation, followed by detection. Each sample is
processed by a single-use, disposable cartridge, so carryover is minimal [2].

5. Outlook

Sampling and sample preparation are cornerstones of any analytical methodology.
Probably the most important advances in this field are miniaturization, simplifica-
tion of methodologies, and their adaptation to HT. On the technical side, using
devices analogous to very simplified chromatography have become widespread.
These usually take the form of a small disposable cartridge, such as SPE, ultrafil-
tration tubes, etc. These are very efficient, are easy to adapt to the required
problem, need small sample size, minimize problems related to contamination
(carryover), and are easy to automate. Most other sample preparation equipments
serve to support or complement these techniques.

Future developments in sampling are likely to follow these lines. There is more
and more need for automatic operation, for both HT and reduction of manual
labor.
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1. Introduction

Biomedical analysis nearly always relates to complex matrices. Following sam-
pling and sample preparation, chromatography is the primary technique to separate
mixtures into their chemical components. In most cases this step is necessary before
structural analysis or quantitation can be performed. In general, in chromatography
a fluid (containing the multicomponent sample) moves over a nonmoving
(stationary) phase. When there is a strong interaction between a given compound
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and the stationary phase, the migration of the component will slow down. When
the interaction is minimal, the compound will migrate with the same velocity as the
mobile phase. This results in the separation of the various components of a mixture.
Chromatography yields two basic pieces of information on the separated compo-
nents: the degree of retention (characteristic of molecular structure) and signal
intensity (related to the amount of the component). Chromatography is usually
based on the distribution of the various compounds between a stationary and a
mobile phase and/or on the electrophoretic mobility of the compounds. Separation
can be implemented in several ways. The three major groups of chromatographic
techniques are (1) gas chromatography (GC), (2) high-performance liquid chro-
matography (HPLC), and (3) electrophoretic techniques. These techniques differ in
the applied mobile phase (gas or liquid) and in the type of retention and flow mech-
anism (see the following text).

Asarule of thumb, GCis used for the separation of volatile compounds. Thus, itis
useful for determination of low-molecular-weight compounds (below 500 Da) but
cannotbeused forlarge, highly polar or thermally labile compounds. Implementation
of GC is simple and routine. GC is mostly coupled with flame ionization detection
(FID), electron capture detection (ECD), or mass spectrometry (MS).

HPLC is used for nonvolatile compounds and is well suited for the analysis of
low- and high-molecular weight compounds such as peptides and proteins. HPLC
is mostly coupled with ultraviolet visible (UV-VIS) wavelength spectroscopy or
mass spectrometric detection.

Electrophoretic techniques are used for nonvolatile compounds, which are
permanently or temporarily charged, such as proteins or organic salts.
Electrophoretic techniques have an increasing importance in biomedical fields,
such as proteomics.

Chromatographic techniques help in ensuring the selectivity and sensitivity
necessary for clinical analysis and contribute to the success of the analytical
process. Complete separation in biological samples is rarely feasible. The purpose
is more often to reduce the complexity of a mixture, enrichment of a given com-
ponent, or removal of interferences. In most cases chromatography is used for
analytical purposes, although it may also be used in preparative chemistry. The
expression ‘“‘chromatographic techniques” covers a wide range of analytical meth-
ods that can separate chemical components of a sample on the basis of their
molecular properties such as size or polarity. Several detailed studies can be found
in the literature discussing the implementation and mechanism of separation tech-
niques [1-11]. Commonly used chromatographic methods are listed in Table 1. In
the present chapter we only provide a basic description and a brief overview: First
GC, then HPLC, and finally electrophoretic techniques are discussed.

Chromatography is a collective name for methods that separate compounds
based on their interaction with a mobile phase (in which the sample is dissolved or
mixed) and a stationary phase. For instance, the strength of interaction between an
apolar compound and an apolar stationary phase is strong; thus, the compound will
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Table 1
Commonly used chromatographic methods
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Technique

Acronym

Meaning

10

12

13

14

15

2D electrophoresis

Affinity chromatography

Capillary electrophoresis

Capillary gel electrophoresis

Capillary isoelectric focusing

Capillary zone electrophoresis

Column chromatography

Gas chromatography
Gel filtration

Gel permeation
chromatography
Gradient elution

High-performance liquid
chromatography

Ion-exchange HPLC

Liquid chromatography

Multidimensional
chromatography

2DE

CE

CZE

GC

GPC

HPLC

IE-HPLC

LC

Combined application of electrophore-
sis and isoelectric focusing in a thin
gel-based layer.

A method of separating and purifying
compounds using their biochemical
affinity to the stationary phase.
Usually the same as CZE, but some-
times used as a collective name for
several electrophoretic methods.
Electrophoretic separation performed
in gel-filled capillary columns.

An electrophoretic technique that sepa-
rates and focuses compounds into peaks
according to their isoelectric points.

A separation technique based on the
electrophoretic mobility of analytes in
electrolytes. It is performed in fused
silica capillaries by applying high
voltage to the ends of the column.
Liquid chromatography performed by
moving the mobile phase through a
packed column using gravity.

A type of chromatography when the
mobile phase is a gas.

Size exclusion chromatography
performed with aqueous solvents for
the separation of biopolymers.

Size exclusion chromatography
performed with organic solvents for
the separation of synthetic polymers.
A type of elution in liquid chromatogra-
phy where the composition of mobile
phase is changed during the experiment.
A type of chromatography when the
mobile phase is a liquid and is trans-
ferred through the column via
mechanical pumps.

A type of liquid chromatography in
which the retention is based on
ion-pair formation.

A type of chromatography in which the
mobile phase is liquid.

A type of chromatography in which
basically different separation processes
are applied on the same sample in a
consecutive arrangement.

(continues)
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Table 1
Continued
Technique Acronym Meaning
16 Normal-phase HPLC NP An expression to characterize an HPLC

system. Under NP circumstances the
mobile phase is less polar than the sta-
tionary phase. Typical example is elution
on a silica column with hexane solvent.

17 Reverse-phase HPLC RP An expression to characterize a
chromatographic system. Under RP
circumstances the mobile phase is more
polar than the stationary phase. Typical
example is methanol/acetonitrile
solvent on octadecyl silica phase.

18 Size exclusion chromatography SEC A type of liquid chromatography in
which the retention is based on the
hydrodynamic size of the analytes.

19 Sodium dodecyl sulfate SDS-PAGE  Electrophoretic separation performed
polyacrylamide gel in polyacrylamide gel in SDS-rich
electrophoresis media. It is used to separate

compounds according to their
molecular weight.

20 Thin-layer chromatography TLC A type of liquid chromatography
performed on a thin two-dimensional
layer used as stationary phase.

be strongly retained on the column. On the contrary, a polar compound interacts
less strongly with an apolar stationary phase; thus, it moves through the column at
a faster rate. When a mixture of two different compounds is injected onto the top
of a column, they will be retained to a different degree and will arrive to the end
of the column at a different time. If a detector is placed at the end of the column,
then the signal as a function of time depicts the elution sequence of the compounds
as consecutive peaks and this is called chromatogram (illustrated in Fig. 1).
Among the various features that characterize the chromatograms the most
important ones are retention time, resolution, and signal intensity. Retention time
(tg) 1s the time elapsed between sample introduction (beginning of the chro-
matogram) and the maximum signal of the given compound at the detector. The
retention time is strongly correlated with the physicochemical properties of the
analyte; thus, it provides qualitative information about the compound, which in
simple cases may be identified using this information. Resolved compounds
always have different retention times. Retention volume is a related parameter.
It is the volume of the mobile phase that is required to elute a given compound
from sample introduction to the detector. It can be calculated by multiplying
the retention time with the flow rate of the mobile phase. The retention factor
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Fig. 1. An example of chromatogram showing parameters used to characterize chromatographic
peaks.

(or capacity factor, often abbreviated as k) is also related, and is a measure of
distribution of a given compound between the stationary and mobile phases. It
expresses the strength of adsorption of the analyte on the stationary phase.

k:n_sz—tk_to (1)
nm 1o

where ng is the number of moles of the given compound in the stationary phase,
ny, the number of moles of the same compound in the mobile phase, #; the reten-
tion time of the compound, and £, the dead time or holdup time (retention time of
a compound which does not interact with the stationary phase).

Resolution is a measure of the quality of separation between two components
and is defined as:

15 —t
R=2 R,2 R,1
Wy 4+ W

2

where R is the resolution, f | the retention time of the first component, 7y , the
retention time of the second component, and w, and w, are the peak widths of the
first and second components (projected onto the baseline), respectively. Its ana-
Iytical meaning is similar to the selectivity, which is defined as:

R2 — 1o
o= =7
IR1 — 1o )
Both selectivity and resolution are properties of an experimental method, which
reflects the extent of discriminating power between two compounds. If resolution
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between the two compounds is good, then they are fully separated, arrive to the
detector at different times, and do not interfere with each other. Good resolution
of compounds is a prerequisite of quantitative analysis. Resolution is strongly
related to the widths of chromatographic peaks. The theoretical plate number is a
measure of peak width, and can be calculated by the following equation:

o7

where o, is half of the peak width measured at 0.6 peak height. The higher the the-
oretical number of plates the narrower the peaks are. The expression efficiency or
plate number/meter (theoretical number of plates for a 1 m long column) is often
used to characterize and compare performance of different stationary phases.
Typical efficiency values fall in the 10,000-100,000 range for modern LC and in
the 2500-5000 range for GC. Note, however, that HPLC columns are typically
~10 cm, while GC columns ~50 m long, so the plate number of GC columns is
much higher than that of the HPLC, resulting in better resolution.

The height and area of the recorded peaks are also very important as these
reflect the quantity of a given compound. Accordingly, accurate determination of
peak height and peak area is a prerequisite of quantitative analysis. Note that the
sensitivity of a detector is different for various compounds and different detectors
also have different relative sensitivities. To perform quantitative analysis, careful
calibration is always needed.

Chromatograms are usually obtained by the elution technique: The sample is
injected onto the column and is carried by a fluid through the column to the detector,
so various compounds arrive to the same place at different times. Chromatographic
peaks obtained by the elution technique ideally possess a Gaussian-like shape. In
practice, peak shapes are often different, frequently indicating problems with the
separation process. The two common problematic peak shapes are shown in Fig. 2.

0.030 1 B
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~ 0.020
0.0151

0.0101

Intensity [%

0.005 ~

0.000 1 - . - . -
0 10 20 30 40 50 60 70 80
Retention time [min]

Fig. 2. Illustration of typical peak shapes.
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Peak A illustrates strong tailing, which is most often the result of loose connec-
tions or the presence of large dead volumes in the system, but may also be caused
by problems with the separation process. Dead volumes are often present when
metal fittings are applied, so the use of flexible and easily adjustable “finger-tight”
PEEK fittings and ferrules is advisable in most cases. Peak B is an ideal Gaussian-
shaped peak, while peak C depicts a peak with strong fronting. This is typically the
result of overloading the column and can be avoided by diluting or decreasing the
amount of sample injected. Detailed description on peak shapes and their deter-
mining factors can be found elsewhere [12-14].

A common aim in chromatographic method development is to produce the
highest possible resolution of the components within the shortest possible time.
This is possible only if the peaks are narrow. Selective and fast methods require
high theoretical plate number, high selectivity, and short retention times as
shown in the model chromatogram in Fig. 3C. Other, less desirable examples
are also shown in the figure, where A illustrates a nonselective, slow chro-
matogram, B a nonselective, but fast chromatogram, and D a selective, but slow
chromatogram.

Physicochemical properties of different compounds span a very large range, so
it is impossible to develop a universal method well suited for all analytical
purposes. Various chromatographic techniques were developed and optimized for
different analytes (a list of common techniques is provided in Table 1). As a rule
of thumb, GC methods are useful for determining low-molecular-weight (below
500 Da), not-very-polar, thermally stable compounds, but cannot be used, e.g., for
determination of peptides or proteins. LC is the method of choice for nonvolatile,
polar or thermally labile compounds, which represent the vast majority of
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-
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Fig. 3. Illustration of variations in selectivity and retention time in chromatograms.
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compounds found in biological systems. The most widespread liquid chromato-
graphic method is HPLC, in which high pressure (50-400 bar) pushes the mobile
phase through the column. Electrophoretic techniques are increasingly used and are
well suited for the analysis of ionized (or ionizable) molecules (including macro-
molecules).

Chromatographic separations must be followed by detection to see the result
of the separation process. GC typically uses FID, ECD, or mass spectrometric
detection. In HPLC, UV-VIS and MS detection are very common, while one-
dimensional (1D) and two-dimensional (2D) gel electrophoretic techniques
generally use staining to make component spots visible. In the last decade, detec-
tion using MS was particularly often used as it provides structural information
and can be utilized to increase selectivity and specificity and to lower detection
limits.

Chromatography combined with MS is also often considered as the most
efficient “gold standard method.” MS provides unusually high selectivity and
specificity because it delivers molecular mass and structural information on a
given compound/chromatographic peak. Using MS allows faster chromatograms,
as problems caused by coelution may be overcome by selective MS detection.
Using high resolution or tandem mass spectrometry (MS/MS) further increases
selectivity. The use of MS detectors often results in lower detection limits, as its
high selectivity reduces chemical noise (which is often the most serious issue in
analysis, especially in the case of biological samples). MS expands the applica-
bility of chromatographic methods, e.g., by overcoming problems of UV
detection, as in the case of apolar compounds lacking suitable UV absorption
band. On the contrary, mass spectrometric detection puts some restrictions on the
chromatographic method used. A typical limitation is that the commonly used
potassium phosphate buffer blocks the orifice of a mass spectrometer. To over-
come this problem, only volatile buffers, such as ammonium formate, can be used
in HPLC/MS applications [15]. In general, combination of MS with chromatog-
raphy provides far more advantages than disadvantages. The most important
advantages are increased selectivity, shorter analysis times, lower detection limits
(especially for biological samples), and simplification of sample preparation
protocols.

Quantitation is a widely used application of chromatography for a wide variety
of compounds with biological importance. Just like in any other case, quantitation
is based on a calibration curve that determines the relationship between the meas-
ured signal and the concentration of the compound of interest. Plotting detector
response as a function of analyte concentration, one can obtain the calibration
curve. Ideally there is a linear relationship between the detector signal and the sam-
ple amount, but in practice calibration curves often deviate from linearity both at
very low and very high sample concentrations. For quantitation purposes, the linear
middle range is desirable. Linearity of the calibration curve is often characterized
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by the R? value. The closer this value is to 1, the better is the linearity (typically lin-
earity better than 0.99 is required). The lower end of the linear range of the cali-
bration curve determines the limit of quantitation. Typically this is defined by the
position, where the calibration curve deviates from the trendline by 10%. This is the
smallest analyte amount that can be quantified by the method. The smallest sample
amount that can be detected by the given method (defined typically by a signal-to-
noise ratio of 3) is the limit of detection. Note that it is always smaller than the limit
of quantitation, which is frequently estimated as 10 times signal-to-noise ratio.
Repeatability and reproducibility are also important parameters of an analytical
process, and must be determined to check the reliability of the results. Typically
“same day” and “day-to-day” repeatability values are calculated from 3 to 10
replicate measurements. For the validation of a chromatographic method other
parameters are often needed as well, such as robustness, precision, accuracy, and
recovery—but these topics are outside the scope of this chapter [16—18].

Chromatography—Ilike other sciences—uses special terminology and acronyms.
Navigating through these may occasionally become frustrating for the nonspecial-
ist reader. As a guide, commonly used terms and acronyms in chromatography are
summarized in Table 2.

Table 2
Commonly used terms and acronyms in chromatography

Term Acronym Meaning

1 Capacity factor k A number characterizing the capacity and
retention of chromatographic columns.

2 Carrier gas The gas used in GC as the mobile phase
to carry the analytes from the injector to
detector.

3 Chromatogram Plot of the detector response as a function
of time.

4 Coating (GC capillary) Mostly polymeric material on the inner wall
of GC capillaries used as the stationary phase.

5 Dead time to> Ty Time interval for an absolutely nonbinding
compound to travel through the column.
Also called holdup time.

6 Efficiency Analytical power of a column filling material

expressed as number of theoretical plates per
1 m long column.

7 Effluent The mobile phase is called effluent when
leaving the column.

8 Eluent Mobile phase that elutes the analytes.

9 Elution The process of driving the analyte from the

entry to the end of the column.

(continues)
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Term

Acronym

Meaning

10

11

12

13

14

15

16

17

18

19

20

21

22

23

End-capping

Flow rate

Height equivalent to a
theoretical plate

Isotherm

Kovats index

Limit of detection

Limit of quantitation

Make up gas

Matrix

Mobile phase

Octadecyl silica phase

Peak broadening

Peak fronting

Peak tailing

cC

HETP, H

LOD

LOQ

C18

An additional treatment of HPLC columns.
Residual silanol group are reacted by
monofunctional chlorosilanes, improving
column properties.

The speed of the mobile phase given as
volume/time.

Same as theoretical plate height. A number
characterizing the quality of the column fill-
ing. It is expressed as the length of a column
that would be equivalent to one theoretical
plate determined by the plate theory.

A process or experiment observed or
performed at a constant temperature.

A reference number characterizing

the polarity and retention time of
compounds. It expresses the carbon

number of an alkane reference

compound that exhibits the same

retention as the analyte.

The smallest analyte amount, which can be
detected by a method (usually estimated as

3 times signal/noise).

The smallest analyte amount that can be quan-
titated by a method (usually estimated as

10 times signal/noise).

An auxiliary gas used in GC to aid the flame
ionization process.

The entire sample excluding the analyte. It is
practically the environment of the analyte in
the sample.

It is the same as the eluent in HPLC or carrier
gas in GC. It is the phase that can be moved
relative to another (stationary) phase.

A widely used HPLC column filling. It is
chemically modified silica gel that contains
octadecyl silane chains on the surface.

A phenomenon that deteriorates chromato-
graphic performance (broadens the peak).

It is the result of various disrupting effects
that may occur during chromatography.

A phenomenon when the symmetry of the
chromatographic peak deteriorates. The left
side of the peak broadens.

A phenomenon when the symmetry of the
chromatographic peak deteriorates. The right
side of the peak broadens.
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Term Acronym

Meaning

24 Peak width Sigma, w

25 Purge

26 Repeatability

27 Reproducibility

28 Resolution R

29 Retention factor k

30 Retention index

31 Retention time Ix
32 Retention volume VR

33 Robustness

34 Selectivity o

35 Specificity

36 Split injection

Width of a chromatographic peak measured
either on the projected baseline (w) or at

60% height (also called 2 times sigma).

A collective name for all those events where a
chromatographic volume is cleaned by flushing
it with mobile phase at high flow rate.
Repeatability characterizes the analytical power
of the actual method. It shows how large is the
deviation of the results if one person repeats the
experiment using the very same conditions on
the very same instrument with the same sample.
Reproducibility characterizes the analytical
power of the actual method. It shows how
large is the deviation of the results if different
persons repeat the same experiment using the
same conditions on different instruments.
Resolution is the extent of separation between
two components.

The extent of retention in a given chromato-
graphic system is characterized by the reten-
tion factor. If retention factor is high, then the
analyte binds strongly to the stationary phase
and the retention time will be long.

A number expressing the extent of retention of
a given compound compared to the retention
of the reference compound.

Time elapsed between injection and maximum
detector response for a compound.

It is the volume of eluent that passes through
the column while eluting a given compound.
Robustness is a characteristic of the developed
method. It represents the sensitivity of the
method to the change of experimental
parameters.

Selectivity is the measure of discrimination
among analytes. A method is selective if it distin-
guishes among the measured compounds easily.
Specificity is a characteristic of the method.

A method is called specific for a compound if
it can distinguish it from other compounds and
can identify it with full confidence.

Split injection is an injection technique
commonly used in GC. When performing
split injection, the injected sample is splitted

(continues)
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Term Acronym Meaning

in the injector and only a small portion of the
sample enters the chromatographic column.

37 Splitless injection Splitless injection is an injection technique
commonly used in GC. When performing
splitless injection, the injected sample is not
splitted, but the whole amount is directed into
the column. After having the appropriate
sample amount on the column, the rest of the
sample is flushed from the injector.

38 Staining Staining is a commonly used visualization
technique in 2D gel separations. In a staining
process the separated spots are treated with
staining reagent making the spots visible.

39 Stationary phase It is the phase that is considered as static rela-
tive to another (mobile) phase. This means
practically the sorbent of the columns.

40 Theoretical plate height HETP, H Same as height equivalent to a theoretical plate.

41 Theoretical plate number N Theoretical plate number is a number that
characterizes the separation efficacy of the
column. The higher this number the narrower
are the peaks in the chromatogram.

42 UV/VIS detection UV, UV/VIS A commonly used detection in HPLC that
measures the ultraviolet (UV) or visible (VIS)
absorbance of the sample.

43 Validation A procedure designed to estimate the reliability
of the results measured by a given method.
44 van Deemter equation Equation explaining the separation and peak-

broadening effects in liquid chromatography.
Its simplified form: H = A + B/u + Cu.

2. Gas chromatography

GC [5,19-24]—as the name implies—is a separation technique where the applied
mobile phase is a gas, while the stationary phase is a solid or a liquid. It has relatively
few variants; now nearly exclusive capillary GC is used. The sample is evaporated
in an injector and a gas flow carries it through an open capillary tube (column) to the
detector. The schematic diagram of a gas chromatograph is shown in Fig. 4.

The heart of the GC system is the capillary column, which is operated inside a
special thermostat. The inner wall of this capillary is coated with a liquid station-
ary phase, which binds and thus retains the components of the sample. Separation
is based on the distribution of various compounds between the liquid (stationary)
and the gas (mobile) phases. Accordingly, retention of a given compound on the
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Fig. 4. Schematic representation of a GC system.

column depends strongly on not only the vapor pressure of the analyte but also the
coating of the capillary column. Depending on the degree of retention, various
components of a mixture will arrive to the detector at different times. The chro-
matogram is obtained by plotting the signal intensity vs. arrival time. Detection can
be performed by a variety of techniques; the most common ones are FID, ECD,
and MS. In GC applications relatively few parameters need to be optimized, so
method development is usually simpler and quicker than in the case of HPLC. GC
and GC-MS have been used in analytical practice for a long time, so a large
number of methods are developed, validated, and widely accepted. This means that
for many applications there are already well-tested GC methods available. Various
GC columns are available; their most important characteristic is the type of the
stationary phase. Other features are thickness of the stationary phase (film), inner
diameter, and length of the capillary. The majority of today’s applications work
with 20-60 m long, few hundred micrometer wide fused silica capillary columns
coated with a thin (0.01-5 pm) liquid (occasionally 5-50 pwm solid) stationary
phase. The outside of the capillaries is coated with polyimide to make them
flexible. Long, narrow capillaries coated with thin liquid film are the best for high
resolution, while wide capillaries coated with thick film have higher sample
capacity. A typical column used in analytical practice is 60 m long, has 0.32 mm
internal diameter, and is coated with 0.5 wm thick stationary phase.

The most commonly used stationary phases are silicon based, such as the
apolar 100% polydimethylsiloxane phase. Addition of 5% diphenyldimethyl-
polysiloxane makes the phase slightly more polar, favoring analysis for
moderately polar compounds. Probably this is the most commonly used station-
ary phase in GC. To separate compounds of high polarity, polar phases (such as
polyethylene glycol which has the trade name Carbowax) give the best results.
Several other phases are used in practice, such as hydrocarbon, phtalate, glycol
ester, or nitrile-based phases. Note that while these stationary phases are liquid,
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they must not evaporate (even at the highest analysis temperature) and must not
react with the analyte. The so-called bleeding of a column is a typical problem in
GC, which means that the stationary phase slowly evaporates from the surface
during analysis, deteriorating column performance and sensitivity. Bleeding
effects can be minimized by avoiding water for dilution of the sample and avoid-
ing acidic or basic samples (or such additives). Bleeding might also occur if the
column is operated at very high temperature (above 250-300°C). For such appli-
cations the use of special heat-resisting columns is needed.

The mobile phase (also called carrier gas) is an inert gas such as helium, argon,
nitrogen, or hydrogen; its selection has little influence on the analytical performance.
Performance of the GC system can be modeled by various equations, which include
the peak-broadening effects. For liquid-coated capillary columns, commonly the
Golay equation is used [19]; its simplified form is shown in the following equation:

H:

S|

+ CMM + Csl/t (5)

Here H is the theoretical plate height (reflecting the separation power of the system,
the smaller the H the better the separation is), u the linear flow rate, B, Cy;, and Cg
are constants representing the peak broadening effects (the longitudinal diffusion of
the analytes in the mobile phase, mass transfer in the mobile phase, and mass trans-
fer in the stationary phase, respectively). This relationship (which is very similar to
the van Deemter equation used in HPLC) includes the parameters of a given GC sys-
tem and describes the effect of the flow rate on the separation power. Cy; and C are
proportional to the square of column diameter, so smaller diameter columns provide
smaller (better) plate heights. Film thickness also influences H, which decreases
with film thickness. However, thin films have less sample capacity, so the column
can get easily overloaded. Note also that GC columns can be characterized by the
so-called beta value, B = d,/(4 X d;) where d, is the inner diameter of the column
and d, the thickness of the liquid stationary phase. Columns with 8 < 100 are usu-
ally suited for analysis of very volatile compounds, columns with 100 < 8 < 400
are applicable for general purposes, and columns with 8 > 400 are suited for the
analysis of compounds of high boiling point.

The main limitation of GC is the need to evaporate the sample. This limits the
type of compounds that can be studied. Polar, ionic, or thermally labile com-
pounds (such as salts, peptides, etc.) or those with molecular mass above 500 Da
can rarely be studied. To extend the range of compounds amenable for GC analy-
sis, derivatization methods have been developed to increase volatility [25-28].
Derivatization makes it possible to use GC-MS for analysis of various small
organics in body fluids. Note, however, that derivatization is time-consuming and
it is a potential source of artifacts.

The most important parameter of a GC analysis is temperature. It has a profound
influence on the vapor pressure of analytes, and therefore on the partitioning



Separation methods 75

between the liquid and gas phase, and changes retention of compounds to a very
large degree. Initially GC analysis was often done at a constant temperature (isother-
mal); now temperature is commonly changed during analysis (temperature
programming). If the temperature is increased, retention time will be shortened;
however, if it is decreased the retention time will increase. When retention is reduced
then the separation efficacy will also be decreased, so one must always find a trade-
off between good resolution and acceptable separation time. Optimization of GC
methods is predominantly done by temperature programming, which is an essential
feature of modern GC applications. In practice, it means that the GC column is kept
isotherm at a given temperature for a certain time, and then the column temperature
is raised to X°C (with 5-20°C/min rate) and maintained at that temperature. If
needed, the temperature can be further raised in the second (or third) step.

A typical example for a GC program for separating widely different compounds
is the following: Start at 60°C with a 5 min long isotherm. Then, increase tempera-
ture by 10°C/min rate to 220°C and maintain it for 20 min. If unresolved peaks occur
in the chromatogram, the initial temperature may be decreased or the heating rate can
be slowed down (to 5°C/min for instance) to increase retention and enhance
selectivity. If all peaks are well separated, the initial temperature and/or the final
temperature may be increased to speed up the analytical process. To reduce contam-
ination and the possibility of artifacts, columns need to be regularly “conditioned”
(after a day’s work). This means column temperature should be increased for 2-3 h
to at least 20°C higher than the maximum temperature used during the analysis. This
ensures that strongly retained contaminations leave the column.

Another critical feature of GC analysis is sample injection. A schematic diagram
of a typical GC injector is shown in Fig. 5.

Septum

) ﬁ —————— > Purge line
Carriergas - ---- > “

Quartz liner

Inlet end of the
capillary column

L
T~

Expansion space

------ > Split line

Fig. 5. Schematic diagram a typical GC injector.
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The main role of the injector is to evaporate the sample completely and to get
it to the front of the column. The temperature of the GC injector is crucial. It must
be high enough to allow complete evaporation of the sample (200-350°C), but
low enough to minimize thermal degradation. Usually it should be 20-40°C
higher than the maximum column temperature used. The injector is connected to
the carrier gas source and to the inlet end of the capillary column. It also has a
third connection to a waste line, which serves for purging the injector. All meas-
urements begin with injection of the liquid (occasionally gas) sample into the
expansion space of the injector. First, the sample is drawn into the syringe and
the septum of the injector is pierced with the sharp needle of the syringe. The
sample is then injected into the expansion space of the injector and the syringe is
withdrawn. The speed and accuracy of this process have key importance in GC.
Note that there is pressure inside the injector, so one must always keep safe the
plunger of the syringe from being expelled. The injector is kept at a high
temperature in order to aid quick evaporation of the sample. After evaporation
the sample is carried by the carrier gas onto the capillary column. Capillary
columns have low sample capacity, while the minimal sample volume that can
be reliably measured is around 1 pl. This sample amount would typically over-
load the column. Two basic approaches are used in GC to overcome this problem.
One is the so-called split injection [29]. In this case only a small fraction of the
evaporated sample is carried onto the column, most of it is carried out into the
waste by the split line.

Another technique is the so-called splitless or combined split/splitless injection
[29]. In this case the split line is first closed. After the desired amount of sample
is loaded onto the column, the split line opens (typically 10-100 s after injection
and evaporation of the sample) and the remaining (superfluous) sample is purged
from the injector.

Special injectors may also be used, such as the temperature-programmed injec-
tor [29]. The main goal of this case is to use the injector to enrich analytes prior
to carrying them onto the column. In this case a cold (—40 to +40°C) injector is
used. An inert gas flow purges the low-boiling-point solvent from the expansion
space while the high-boiling-point analytes remain condensed inside the injector.
After removal of the solvent, the purge line is closed and the injector is rapidly
heated. At this phase target analytes evaporate and are carried onto the column.
Using this technique large sample amounts can be injected into the system and the
signal-to-noise ratio can be improved.

A practical difficulty in GC is that the nonvolatile fraction of any sample (com-
mon in biological matrices) remains precipitated on the wall of the injector or in the
beginning of the column. These may accumulate, decompose, and may even catalyze
decomposition of analytes, deteriorating the performance of the analysis. To avoid
these problems, the injector needs to be cleaned frequently, and the front end of the
capillary column (0.5 m or so) needs to be cut off occasionally and discarded.
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The output end of the GC column is connected to a detector such as FID, ECD,
or mass spectrometer. Gas chromatography—mass spectrometry (GC-MS) is a
very efficient analytical tool and also quite straightforward to use. To indicate
simplicity in some GC-MS systems the mass spectrometer is also termed “mass
selective detector.” Coupling GC with MS usually does not deteriorate GC sepa-
ration; the gas effluent of the GC can be introduced directly into the ion source of
the mass spectrometer.

In summary, the most important parameters to keep in mind while planning GC
experiments are the temperature program of the separation, the stationary phase of
the column, the temperature of the injector, and the properly selected detection
system. Typical applications of GC in the biomedical field include the determina-
tion of low-molecular-weight compounds in body fluids, such as amino acid and
fatty acid profiling of blood, or organic acid profiling of urine.

3. High-performance liquid chromatography

LC is a separation technique where the applied mobile phase is a liquid, while the
stationary phase may be either solid or liquid. The technique is used mainly to sep-
arate nonvolatile compounds. In its original version, a fairly large (about 1 m long,
few centimeters wide) vertical column is packed with the stationary phase. The
solution is introduced onto the top of the column and gravitation forces the liquid
to pass through the column. This version (also called column chromatography) is
often used for the separation of relatively large quantity of compounds (in the
range of 100 mg). A modified version of column chromatography is flash chro-
matography, where the liquid flow through the column is assisted by a vacuum
manifold or a vacuum pump. For analytical purposes, column and flash chromato-
graphy are not considered efficient and are superseded by HPLC.

In the case of HPLC [2,30,31] the liquid sample is driven through a packed tube
(column) by liquid flow at high pressure (typically 50—400 bar) provided by
mechanical pumps. Various components of the sample reach the end of the column
at different times and are detected most often by UV—VIS spectrometry (which
measures the absorbance of the effluent in the wavelength range ~200-600 nm)
or by MS. The chromatogram is obtained by plotting the signal intensity vs. time.
The sequence of the components reaching the detector strongly depends on the
molecular structure of the analytes, the composition of the mobile phase, and
column packing (stationary phase).

The majority of current applications use stationary phases [32] made of porous
silica, aluminum oxide, or polymer particles. Solid-phase particles need to have
small particle size (3—5 wm are commonly used) and a well-defined pore diameter.
The most commonly used silica phases have good mechanical stability (i.e., can be
used at least up to 400 bar pressure) but have low pH tolerance (so can be used only
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between pH 2 and 7-8) [33]. Polymer-based phases can be used up to pH 12, but
these have a lower mechanical stability and can be used only up to 50-100 bar
pressure. Metal-based stationary phases (zirconium, aluminum) overcome both of
these limitations, i.e., they have both good mechanical stability and are stable in a
wide pH (1-14) range and up to 200°C temperature, but they exhibit undesired elec-
trostatic interactions which may complicate development of a separation method.

Mobile phases can be selected from a wide range of solvents including water,
methanol, acetonitrile, isopropanol, acetone, n-hexane, etc. The main parameters
for selecting the mobile phase are the following: polarity (which defines the elu-
ent strength, see the following text), miscibility, low viscosity, high boiling point,
low UV light absorbance (if used with UV detection), and low toxicity.

In HPLC, the sample is dissolved in a solvent (preferably same as the HPLC
mobile phase) and injected onto the column. Attention must be paid to avoid pre-
cipitation of the injected sample and blockage of the column. The HPLC column
is usually a 3-25 cm long metal tube of 1-5 mm diameter. Conventionally 4.6 mm
columns are used in HPLC, with a flow rate of about 1 ml/min. Nowadays nar-
rower columns (1 and 2 mm) are becoming very popular, especially combined
with MS (using much less, 50-200 wl/min solvent flow). Micro- and nano-HPLC
is also gaining ground (e.g., using 75 wm diameter quartz tubes and ~200 nl/min
solvent rate), especially in the field of proteomics [34]. Note that narrow columns
require very small amounts of sample (approximately proportional to the internal
volume of the column), and thus require very sensitive detectors.

HPLC columns are packed with the stationary phase, which retains the sample
molecules. Retention of compounds depends on not only various factors predom-
inant on molecular properties but also particle size, pore size, homogeneity of the
stationary phase, viscosity and polarity of the mobile phase, etc. These effects are
summarized in the van Deemter equation [14] (Equation (6), analogous to the
Golay equation used in GC), which describes peak broadening in LC:

H=A+§+Cu 6)

Here H is the theoretical plate height, a parameter that characterizes the effective-
ness of the chromatographic separation. The smaller the H the more powerful is the
separation. A is the Eddy diffusion term (or multipath term), B relates to longitudi-
nal diffusion, C represents the resistance of sorption processes (or kinetic term), and
u is the linear flow rate. For a given chromatographic system, A, B, and C are con-
stants, so the relationship between H and u can be plotted as shown in Fig. 6.

The theoretical plate height curve has a minimum that corresponds to the optimal
flow rate. The minimal theoretical plate height is influenced by the average particle
size of the stationary phase. The smaller the average particle size the smaller the H
and the better the resolution is [35,36]. Current technologies can provide columns
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Fig. 6. Schematic representation of a van Deemter curve.

with a particle size down to 1.5 wm in diameter. High porosity (which correlates
with high surface area and small pore diameter) of the particles is also important to
achieve maximum selectivity. However, if the pore size is too small then target mol-
ecules cannot penetrate into the pores, deteriorating column performance. This is
especially important if macromolecules are studied. Optimal pore size is therefore a
compromise; usually the 10-100 nm range is considered best.

The third term of the van Deemter equation includes diffusion of analyte mole-
cules into and out of the pores of the particles. To obtain minimal peak broadening,
diffusion needs to be fast. The diffusion rate correlates with the viscosity; thus in
HPLC low-viscosity solvents are preferred. Diffusion also depends on temperature;
thus, maintaining the column at high temperature by using a column thermostat is
often advantageous. However, it must be kept in mind that the temperature range of
stationary phases is limited and that at high temperature longitudinal diffusion may
become dominant, also leading to peak broadening. At high temperature, the vapor
pressure of solvents increases further limiting the usable temperature range. In
practice, column temperature up to 50-60°C is used.

Solvent strength is defined as the capability of the solvent to elute a given com-
pound from the stationary phase. The stronger the solvent the quicker it can elute
the analyte from the column. Elution of analytes in HPLC can be performed by two
basic approaches, namely by isocratic or gradient elution. In the case of isocratic
elution the same solvent mixture is used during elution, while in gradient elution
the composition of the mobile phase is systematically changed, so that the solvent
strength is increased. Isocratic and gradient elution techniques in HPLC are anal-
ogous to isotherm and temperature programming methods in GC. Isocratic elution
has the advantage of simplicity and it is better suited for high-throughput applica-
tions. Its main disadvantage is that it cannot cope with widely different analytes. If
weakly and strongly binding analytes are studied together then either the resolu-
tion will be unacceptably low at the beginning of the chromatogram, or strongly
binding components will not be eluted. Gradient elution is the method of choice
for separating widely different compounds. It requires better quality and more
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expensive instrumentation than isocratic elution and in this case the column must
be equilibrated with the initial solvent composition after each analysis (before a
new sample can be injected), which increases analysis time. The main advantage
of gradient elution is that at the beginning of the experiment a low solvent strength
mobile phase is used; thus, analytes that bind weakly to the column can be
resolved. Subsequently the solvent strength is increased gradually and compounds
that bind strongly to the column are resolved and eluted too. Gradient elution there-
fore can deal with complex mixtures; the shape of the gradient can be optimized to
achieve good resolution of all compounds while maintaining acceptable analysis
time [37]. Today, gradient elution techniques are more and more widespread and
they are becoming indispensable to deal with complex mixtures such as biological
extracts.

Several detector types can be used for HPLC, such as UV-VIS absorbance
detection (either operating at a given wavelength or using a diode array to detect
the whole spectrum), fluorimetric detection, refractive index detection, evapora-
tive light scattering detection, or mass spectrometric detection (HPLC-MS).
Among these methods mass spectrometric detection is probably most selective
and is rapidly gaining ground. There are several MS techniques compatible with
HPLC, such as ESI, nanospray, and APCL.

In addition to the solvent, additives are often used in HPLC in low amounts
(0.01-1%) to optimize performance and minimize undesired side effects, such as
peak broadening. One of the prime factors determining retention is the charge
state of the analyte that strongly depends on the pH. For this reason buffers
(traditionally potassium phosphate buffers) are typically used to adjust the pH
accurately. Note that in the case of HPLC-MS, nonvolatiles cannot be used, so
typically ammonium acetate or formate buffer is preferred. Various other addi-
tives may also be used, such as trimethyl amine or trifluoroacetic acid, to sup-
press the interaction of analytes with the residual silanol groups of the stationary
phase, thereby improving the resolution.

In summary, the most important parameters in designing and optimizing HPLC
are the solvent system and the gradient program. The type of the applied column
(packing type and particle size of the stationary phase, length, and diameter of the
column), the flow rate, and column temperature are also significant. Overall
performance of HPLC depends on several factors and cannot be optimized by con-
sidering one parameter only. Below the most common versions, normal and reverse-
phase HPLC, ion exchange, and size exclusion chromatography are discussed.

3.1. Normal-phase liquid chromatography
Normal-phase liquid chromatography (NP-HPLC), as the name implies, is the orig-

inal version of HPLC. Nowadays it is not often used, only when results obtained with
reverse-phase LC prove unsatisfactory. It is discussed first for didactic reasons.
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Fig. 7. Molecular properties of a typical NP stationary phase.

In NP-HPLC the stationary phase is more polar than the mobile phase and the
interaction between analyte and column has predominantly polar character
(hydrogen bonding, 7 or dipole—dipole interactions, etc.). The most commonly
used NP stationary phase is silica gel ([SiO,], * [H,O],). After column preparation
the surface of silica gel consists mainly of hydroxyl groups bound to silica atoms
as shown in Fig. 7.

These hydroxyl groups are often called silanol groups. These predominantly
bind analytes by polar interactions. Other stationary phases are also used, such as
aluminum oxide or chemically modified silica gel. In the latter case usually amino,
diol, nitro, or cyano group containing chemicals are reacted with the free silanol
groups to modify their binding properties.

Mobile phases in NP-HPLC are mostly apolar solvents (or solvent mixtures) such
as n-hexane, n-heptane, dichloromethane, dichloroethane, diethyl ether, methyl
acetate, ethyl acetate, acetone, isopropanol, ethanol, or methanol. In NP-HLPC more
polar solvents represent higher solvent strength and these elute compounds faster
from the column. The typical order of solvent strength is hydrocarbons < ethers <
esters < alcohols < acids < amines (going from weak to strong).

The biggest problem in using NP-HPLC is its dramatic sensitivity to water. Even
water traces (in the mobile phase or from the sample) may bind to the column, dete-
riorate its performance, and cause irreproducibility. In addition, particular care
must be taken to ensure accurate pH, as in NP-HPLC, retention is very sensitive to
the charge state of the analyte. Owing to these practical problems NP-HPLC is rel-
atively rarely used. Its main application fields are separation of polyaromatic
hydrocarbons, sterols, vitamins, chlorophylls, ceramides, and other lipid extracts.

3.2. Reverse-phase liquid chromatography

Reverse-phase liquid chromatography (RP-HPLC) is the most important and most
widely applied version of LC. It is well suited to separate both apolar and polar
compounds, but less well suited for studying permanently ionized molecules. It is
easy to couple with MS.
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Fig. 8. Molecular properties of a typical RP stationary phase.

In RP-HPLC the stationary phase is less polar than the mobile phase and the
interaction between analyte and the stationary phase has a predominantly
hydrophobic (apolar) character. The most commonly used stationary phase in RP-
HPLC is silica gel in which octadecyl silica chains are covalently bound to the free
hydroxyl groups, indicated as a C18 phase. The typical surface of such a phase is
shown in Fig. 8.

Other commonly used stationary phases are silica gels modified using octyl
(indicated, e.g., as a C8 phase), hexyl, butyl, or ethyl groups. Occasionally organic
polymer-based phases are also used. Modified silica gels may be used up to sev-
eral hundred bars pressure and across a pH range of 2—8.5. Care must be taken to
select the right pH, as the chemically bound groups begin to hydrolyze at pH
below 2 and the silica gel begins to dissolve at pH higher than 8-9 [38]. Retention
of compounds occurs by apolar interaction between the analyte and the immobi-
lized octadecyl silica chain. Most compounds exhibit hydrophobic character to
some extent and thus they can be analyzed by RP-HPLC. Even strongly polar or
ionic substances can be analyzed by RP-HPLC if the pH is adjusted so that the
analyte will be in neutral form. Such an example is RP-HPLC separation of basic
amphetamines at pH 8.5 [39].

The surface of C18 phases always contains unreacted silanol groups, which
may form secondary polar interactions with the analyte. This is generally disad-
vantageous in RP-HPLC as it often causes peak broadening [33,40]. An important
improvement is the introduction of the so-called end-capping procedure: The
residual silanol groups in the C18 phase are reacted with monofunctional chlorosi-
lane, which decreases surface polarity. This very popular stationary phase is called
C18ec, where the notation “ec” stands for end-capped.

Mobile phases in RP-HPLC are mostly polar solvents such as water, acetoni-
trile, methanol, and isopropanol. In RP-HPLC apolar solvents have high solvent
strength. Accordingly, the order of solvent strength is water < acetonitrile <
ethanol < acetone (from weak to strong). The most commonly used solvent mix-
ture is a water—acetonitrile gradient, in which the amount of acetonitrile is
increased during a chromatographic run to elute first the polar components and
then the more strongly bound apolar compounds. Mixtures containing a wide
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range of compounds may be studied by a fast gradient starting from high water
content (e.g., 90%) and ending at high (usually 100%) acetonitrile content.

RP-HPLC is widely applicable, although pH control must often be applied. Most
important application areas include peptide and protein analysis (proteomics),
drugs and their metabolites, fatty acids, and also volatile compounds such as
aldehydes and ketones, although these require derivatization.

3.3. Ion-exchange liquid chromatography

Ion-exchange liquid chromatography (IE-LC) is not very common, but it is
gaining importance [41-43]. It separates ionized compounds, which excellently
complements RP-HPLC. In ion-exchange chromatography separation of different
compounds is achieved by using ion—ion interactions between the analyte and the
stationary phase. To ensure that this interaction is dominant, the surface of the sta-
tionary phase must contain either permanently or temporarily ionized groups and
of course the sample must be in ionized form. Most commonly used stationary
phases in IE-LC are chemically modified silica gels containing immobilized
anionic or cationic groups. These groups are most commonly primary, secondary,
quaternary amine, and carboxyl or sulfonyl groups. The retention of acidic com-
pounds occurs with anion-exchange phases (immobilized amines), while the
retention of basic compounds occurs with cation-exchange phases (immobilized
acids). In performing IE-LC particular care must be paid to ensure the adequate
pH, as retention is very sensitive to the charge state of the analyte. The surface of
a typical anion-exchange stationary phase is shown in Fig. 9.

Here the surface of silica gel is modified by the introduction of quaternary
amine groups. These groups are permanently positively charged; thus, they attract
negatively charged analytes (anions).

The applied mobile phases in IE-LC are mostly solvents with acid, base, or
buffer content. The strength of the mobile phase can be influenced either by
changing the pH to shift the ionization state of the analyte or by displacing the ana-
lyte with solvent additives (e.g., displace a fatty acid from the cationic stationary
phase by adding 1-2% of acetic acid to the mobile phase).
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Fig. 9. Molecular properties of a typical anion-exchange stationary phase.
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IE-LC is suitable for the separation of either permanently or temporarily ion-
ized compounds. Typical application areas are separation of amino acids (e.g.,
amino acid analyzers) or separation of enzymatically digested protein fragments
prior to reverse-phase separation. The complementary features of IE and RP chro-
matography can be excellently utilized in 2D chromatography (see the following
text), which is gaining importance for protein analysis.

3.4. Size exclusion chromatography (gel filtration)

Size exclusion chromatography is a method where separation of different com-
pounds occurs according to their size (hydrodynamic volume) measured by how
efficiently they penetrate the pores of the stationary phase [44,45]. Size exclusion
chromatography has two basic versions. When performed using organic solvents,
it is called gel permeation chromatography (GPC). The main application field of
GPC is polymer analysis. When size exclusion chromatography is performed
using aqueous solvents, it is called gel filtration. A typical example of gel filtra-
tion is desalting of proteins. In this case the protein—salt mixture is applied onto
the column. The inorganic salt ions have small size; they penetrate the small pores
present in the stationary phase and therefore will be retained on the column. In
contrast, large protein molecules cannot enter the very small pores and so will be
eluted by the solvent flow with minimal retention. As a consequence, the proteins
will first elute from the column while the salt will be retained.

3.5. 2D liquid chromatography

In 2D chromatography [46], two different chromatographic columns are connected
in sequence, and the effluent from the first system is transferred onto the second col-
umn. Application of 2D LC is suggested when very complex mixtures have to be
separated. In a typical HPLC experiment, the average peak width is 30 s while the
chromatogram is about 1 h long, so at most 120 compounds can be separated. This
peak capacity can be substantially improved when the effluent of the first column is
collected in fractions and is further analyzed by a separate chromatographic run,
usually based on a different separation mechanism. This can be implemented in both
offline and online modes. A typical online experiment for 2D HPLC is used for pro-
teomics applications [46], where a complex mixture of digested proteins has to be
analyzed (often thousands of peptides are present in the sample). The digested sam-
ple is first injected onto a cation-exchange column, as the commonly used trypsin
yields basic peptides. First, the neutral peptides elute from the column, and these are
washed onto the next, very short octadecyl silica column. This column binds (and
therefore concentrates) the first fraction of peptides. After changing the solvent
composition (switching to a different solvent mixture) the peptide fraction is washed
onto a longer, analytical octadecyl silica column, where the peptides are separated
on the basis of their polarity (a typical RP-HPLC application). In the next step the



Separation methods 85

cation-exchange column is washed with an eluent containing low salt concentration,
which elutes the weakly retained peptides. These are trapped, washed, and analyzed
on the octadecyl silica column similarly to the first fraction. In repeated steps the
cation-exchange column is washed with eluents of higher and higher salt content and
thus peptides with higher and higher basicity are eluted from the column. These frac-
tions are trapped and analyzed on the C18 column as described earlier. In summary,
the peptides are fractioned according to their basicity on the first column (first
dimension) and the obtained fractions are further separated on the basis of their apo-
lar character on the second column (second dimension). This protocol reduces coelu-
tion and thus enhances the confidence of identification for unknown proteins.

4. Electrophoretic techniques

Electrophoretic techniques are well suited to separate charged compounds.
Separation is due to migration induced by high voltage and takes place either in a
buffer solution or in the pores of a gel filled with buffer solution. Several elec-
trophoretic techniques are used; here only the most important ones will be
discussed. Most of these methods are used for analysis, but some (such as 2D gels)
also for isolating macromolecules for further studies. Electrophoretic techniques
are particularly important for studying macromolecules, especially proteins.

4.1. Capillary zone electrophoresis

Capillary zone electrophoresis [9,10,47-54] (CZE) is a separation technique
where components of the sample are separated using 10-30 kV potential differ-
ence between the two ends of a 50-100 pm diameter capillary filled with a buffer
solution. The basic instrumental setup is demonstrated in Fig. 10.

The capillary column is immersed into two buffer-filled reservoirs. High volt-
age is applied to these reservoirs via platinum electrodes. The sample is stored in
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Fig. 10. Schematic representation of a capillary electrophoresis system.
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a separate reservoir and can be injected into the capillary by various techniques
such as a hydrodynamic or electrokinetic impulse. The injected sample volume is
in the low nanoliter range.

Separation of components occurs by the simultaneous effect of the electrophoretic
and electro-osmotic forces that develop inside the capillary. Electrophoretic force
(and flow) is a result of the applied potential difference (high voltage) between two
ends of the capillary. It attracts the positively charged ions towards the cathode
(negative end) and negatively charged ions towards the anode (positive end).
Electro-osmotic force is a result of the electrical double layer, which develops on
the wall of the capillary and induces a flow by its motion towards the cathode. CZE
provides unusually high resolution since several peak-broadening effects present in
traditional HPLC are absent. The only significant peak-broadening effect in CZE is
longitudinal diffusion along the column. Resolution is determined by the applied
high voltage and the electrophoretic mobility of the ions. The applied flow rates in
CZE are in the nanoliter range; thus, this separation technique can be coupled with
nanospray MS.

4.2. Capillary gel electrophoresis

Capillary gel electrophoresis [55,56] (CGE) is very similar to CZE. The main
difference is that in CGE the column is packed with a gel, which affects the
motion of the analytes. Accordingly, separation will be determined not only by
the electrophoretic force acting on the ions but also by the size of analyte mole-
cules. The effect of the gel present inside the column has a similar effect to size
exclusion chromatography (see earlier). A typical application is the separation of
proteins in a capillary which is filled with polyacrylamide gel and sodium
dodecyl sulfate (SDS). The presence of SDS aids the electrophoretic mobility of
proteins, as it coats their surface proportional to their size. Consequently, the
molecular structure will have little influence on mobility, so macromolecules
will migrate according to their molecular mass. This technique is very similar to
SDS-PAGE.

4.3. Capillary isoelectric focusing

Capillary isoelectric [54,57,58] focusing is closely related to the techniques dis-
cussed above, but separates compounds based on their isoelectric point. Separation
occurs in a capillary, which is internally polymer-coated to eliminate the electro-
osmotic flow. The cathode end of the capillary column is immersed into a base and
the anode end into an acid. This results in the formation of a pH gradient along the
column. Similarly to capillary electrophoresis, positively charged ions migrate
towards the cathode and negatively charged ions migrate towards the anode. The
predominant effect in this case is the pH dependence of the charge state of the
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analyte. A positively charged compound will migrate in the capillary column
towards the cathode, but during this migration it arrives into an increasingly basic
environment. At the position where the pH is equal to the isoelectric point of the
compound, the net charge on the analyte becomes zero (this is, in fact, the defini-
tion of the isoelectric point) and the compound stops migrating. This way each
compound is concentrated at the pH value that is the same as its isoelectric point.
The separated zones can be displaced from the capillary by either a hydrodynamic
or an electrokinetic impulse and measured as a chromatogram.

4.4. Sodium dodecyl sulfate polyacrylamide gel electrophoresis

An especially important technique in proteomics is sodium dodecyl sulfate poly-
acrylamide gel electrophoresis (SDS-PAGE) [59,60]. This method can separate
high-molecular-mass proteins or glycoproteins (up to several hundred kilodal-
tons). Just like in other electrophoretic methods, the separation of the analytes
occurs by migration induced by a high potential difference. In this case an anionic
detergent (SDS) is used to aid solubility, denaturation, and charging of proteins.
SDS wraps around the peptide backbone of proteins and confers multiple negative
charges to the protein. The amount of bound SDS is proportional to the size of the
protein; thus, the net charge and therefore the migration of the protein will be pro-
portional to its size and molecular weight. Separation is often implemented on a
vertically positioned gel strip, so the separated proteins form horizontal bands on
the gel. To visually observe the protein bands the gel is stained [61] typically using
Coomassie blue or copper chloride chemicals. After the separation the individual
bands in the gel are often cut out for further analysis (usually by MS), i.e., the
SDS-PAGE can be used for small-scale preparative purposes as well.

4.5. 2D gel electrophoresis

2D gel electrophoresis [59,60,62-65] is performed on a plate by the combination
of isoelectric focusing in 1D, and SDS gel electrophoresis in the other direction.
The separation is based on two different, unrelated (orthogonal) phenomena, and
provides exceptionally high resolution. The separated compounds (mostly pro-
teins) form spots on the plate, which may be cut out for further studies. Although
it requires very careful work and large experience, 2D gels are very powerful and
are capable of resolving over a 1000 spots in a plate. 2D gel electrophoresis has
become one of the most important and widely used techniques in the field of
proteomics.

In practice, 2D gel electrophoresis is implemented mostly on porous agarose or
polyacrylamide gel in the form of a homogenous, flat, square-shaped layer. In a
2D gel experiment, the sample is first separated by applying isoelectric focusing
on a strip (first dimension). Then, this strip is attached to a gel plate and further
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separation is performed by SDS gel electrophoresis (second dimension). Although
separation by electrophoretic mobility in a gel is very similar to capillary gel
electrophoresis, isoelectric focusing in a gel is somewhat more complex.
Isoelectric focusing in a flat gel is achieved by applying pH gradient along one
edge of the surface. The pH gradient can be formed either by applying the so-
called ampholyte chemicals or by using a gel that consists of prefabricated gel
strips with immobilized buffer on the surface. To reduce secondary effects (hydro-
gen bonds and hydrophobic interactions between the analytes and the gel)
additional chemicals (such as urea or thiourea) are often used. The separated
compounds are stained for visualization using various methods such as Coomassie
blue staining or copper chloride chemicals. Developed 2D plates are typically
scanned and then analyzed by advanced computerized techniques, identifying
those spots that change (are overexpressed or underexpressed) between two dif-
ferent samples. These spots are typically cut out (manually or robotically) and the
respective proteins are identified by MS.

5. Future trends

The most important role of chromatographic techniques is that they ensure the nec-
essary selectivity and chemical purity prior to detection. Although there have been
dramatic improvements in detection systems, it is still very important to boost the
performance of separation methods. Better separation often means lower detection
limits, better quantitation, and more confident identification of unknowns. As most
compounds in biological systems are nonvolatile, LC-based techniques dominate
over GC in the biomedical field.

We see three major aspects for future developments in chromatography. One
relates to improving analytical performance: to lower detection limits, to
increase selectivity, to be able to analyze less sample, etc. To achieve this, man-
ufacturers are constantly modifying their instruments, new chromatographic
columns become available, and especially pure solvents are used. For example,
ultra performance liquid chromatography (UPLC) [35,36] uses very small parti-
cle size (approximately 1.5 pm). This results in narrower peaks but needs unusu-
ally high pressure (up to ~1000 bar). Significant improvements are emerging in
the field of GC as well. Application of time-of-flight MS for detection provides
acquisition rates at hundreds of spectra per second, which opens up new possi-
bilities for ultra-fast GC. Using this technique chromatograms take only a few
minutes, and peak widths are less than a second [66,67]. Such improvements will
appear in the future, but a major breakthrough is not expected. A different option
to improve performance is the online combination of techniques—this is capable
of achieving stunning results. To enhance selectivity different chromatographic



Separation methods 89

techniques are often combined in order to separate those compounds that would
coelute by applying merely one technique. These multidimensional techniques
are already often used [46], but they will spread even more as they become
available as standard components of HPLC systems. Simple HPLC-MS
combinations are already considered routine. More complex combinations, such
as 2D HPLC combined with high-resolution tandem MS, are also likely to
become more common.

The second trend to watch is miniaturization. This is advantageous not only
because sample amount is often limited but also because performance may be
improved, and running costs can be reduced (e.g., by using less chemicals). Small
size also means that more equipment can be put into the (often-limited) laboratory
space. The main limitation of miniaturization is sensitivity. In this respect MS, due
to its sensitivity, is also invaluable. Luckily an important mass spectrometric tech-
nique, nanospray ionization, is ideally suited for coupling to nano-HPLC [34]
(requires nl/min flow rates). This reduces sample requirement, and also facilitates
coupling MS with electrophoretic techniques.

The third and possibly the most important trend is high throughput and
automatization/robotization. The prerequisite is very robust methodology, which is
becoming available. Most high-quality instruments are capable of automatic oper-
ation; this will become increasingly widespread. This can reduce labor costs and
may make individual-based medication and population-wide medical screening
possible.
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1. Introduction

In this chapter we provide a general overview of mass spectrometry instrumenta-
tion and techniques. After the discussion of some general questions and main
features of mass spectrometers, the ionization methods, separation techniques,
mass analyzers, and tandem mass spectrometry will be discussed. At the end of
the chapter, a few arbitrarily chosen mass spectrometry terms will be mentioned
for clarification. Somewhat surprisingly, these terms are not well understood and
misleadingly used in everyday jargon.

One can justifiably argue that such a detailed discussion of instrumentation
and technical features may not be interesting for general users with no mass
spectrometry background. The author has a different opinion based on his many
years of experience in teaching mass spectrometry for a quite general audi-
ence, including not only chemists but also biochemists, biologists, geneticists,
medical doctors, and other colleagues working in clinical laboratories. These
“inexperienced general users” find the discussion of instrumentation interesting
and useful for better understanding of the mass spectra, and most importantly, their
needs, and at times the limitations of mass spectrometry in certain areas of their
research.

Of course, a compromise should be made and it is not the purpose of this chap-
ter to bury the reader with a lot of technical details. The discussion presented here
mimics a “lecture style” presentation, i.e., when simple but important questions are
asked and analogies are given for better understanding. For technically inclined
readers, we provide some references for guidance. We further encourage the read-
ers to find more relevant and detailed works in relation to their research. These
works (by the hundreds) are easily available on the Internet, for example.

Maybe the first questions we should ask at this point are: “Why do we need this
book at all? Is mass spectrometry so much better than any other analytical
method?” The golden rule in analytical chemistry is not to rely exclusively on one
analytical method but rather use as many as you can and put the pieces of infor-
mation together to get the best answers possible to your questions. What one
should consider is the structural information content provided by a given
analytical technique per unit time. For example, to study chirality in carbohydrate
derivatives, nuclear magnetic resonance (NMR) spectroscopy is a much more
reasonable choice than mass spectrometry. This does not mean that mass
spectrometry cannot be used to study chirality (in fact, there are several papers in
the literature in this field), but at present NMR undoubtedly provides
stereochemical information in a much shorter time than mass spectrometry.
Another example is the determination of protein structures. Obviously, X-ray crys-
tallography can provide the greatest information content, such as bond lengths,
bond angles, and torsion angles, but this technique requires the preparation of a
pure (and in most cases, crystalline) protein that may take a lot of time. Even
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though mass spectrometry cannot provide “X-ray quality” structural information,
it can be used to check, for example, protein sample purity and to sequence proteins
in a reasonably short time. (Note here that although it is widely used, the term
“structural information” is not well defined and can mean different parameters
(such as bond lengths and angles in X-ray crystallography) or structural units/
chemical groups (such as the order of the amino acids in peptides and/or proteins).)
Protein purity measurements can be performed within minutes with matrix-assisted
laser desorption/ionization time-of-flight (MALDI-TOF) mass spectrometry, and
sequencing of protein mixtures can be done in a couple of hours with current
nanospray/high-performance liquid chromatography tandem mass spectrometry
(nanospray—HPLC-MS/MS) measurements by using very little sample. The gen-
erally short analysis times make mass spectrometry suitable for high-throughput
analyses, which is a significant advantage in clinical laboratories. The great sensi-
tivity of mass spectrometry is definitely one of its strengths over other analytical
techniques. Fluorescent-tag spectroscopy can, in principle, compete with mass
spectrometry, but the application of this technique requires a more intensive pre-
treatment of the sample. For correctness, it should be noted that sample prepara-
tion for mass spectral analyses is also necessary, but the general trend in research
and application is to reduce this time.

In summary, we can objectively state that mass spectrometry is among the most
powerful analytical tools in clinical and medicinal chemistry. The samples from
these laboratories are very often complex mixtures that may contain small amount
of physiologically important analytes (e.g., drugs and metabolites) buried in the
dirty environment of “biological matrices.” Clinical diagnostic laboratories
produce large number of samples, the timely analysis of which is crucial to make
correct diagnosis. Pharmacokinetics (drug metabolism) studies also require the
quantitative analysis of large number of samples taken at different times from
different biological fluids, e.g., urine or blood. Multiple reaction monitoring
(MRM) on a triple quadrupole instrument coupled with HPLC separation is a per-
fect technique for these quantitative studies and provides much more relevant
information than an HPLC analysis with a ultraviolet (UV) detector only. Another
important advantage of using a mass spectrometer over a UV detector is that
structural information on coeluting components can be routinely obtained by
HPLC-MS/MS measurements, but coelution may be overlooked by using solely
a UV detector. Thus, mass spectrometry overlaps with many other analytical tech-
niques providing not only an alternative way of analysis but also more coherent
and reliable information on components of complex mixtures. Together with
many other areas of applications (such as environmental, forensic, and material
sciences), mass spectrometry is an important tool in medicinal chemistry with an
expanded role and availability in more and more laboratories. The main aim of
this chapter is to shed some light on the physical phenomena that make mass
spectrometry such a powerful analytical technique.
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2. General questions about mass measurement and mass spectrometry

How do we measure masses of big and small objects? 1t is relatively easy to
determine the mass of heavy things, such as a book, a car, or a human being. In
most cases, we use one of nature’s four forces, the gravitational force (more specif-
ically the Earth’s gravity), to help us out and, in fact, we measure the weight of an
object and use this information to determine the mass. For example, if you have a
patient who complains about weight loss, you simply ask him or her to stand on a
conventional scale and measure his/her weight. If the person weighs 70 “kilos”
(used in everyday language), the mass of the person is approximately 70 kg. As a
doctor, you can easily monitor the change in mass by measuring the weight in an
easy, conventional way.

With lighter and lighter objects (or, equivalently, smaller and smaller masses) the
use of a conventional scale would not be adequate—just think about measuring the
weight (mass) of a light feather (for example, the one that flows with the wind in
the beginning and the end of the movie Forrest Gump). With smaller and smaller
masses, we would need more and more sensitive scales but, eventually, there is a
lowest mass limit (e.g., a microgram, 107° g) that we could measure in the con-
ventional way of measuring weights (i.e., by using the gravitational force).

We must have a different approach if we want to measure the mass of much
lighter species, such as atoms and molecules. Fortunately, nature offers us a rela-
tively simple way. This is because besides the gravitational force there are three
other forces in nature. These are (i) the strong force (that holds the atomic nuclei
together), (ii) the electroweak force (which is responsible for radioactivity of
certain isotopes some of them are even used in clinical diagnostics), and (iii) the
electromagnetic force (which is related to moving (accelerating) electronically
charged particles). For our present goal of measuring the mass of atoms and mol-
ecules, the latter one, the electromagnetic force, is crucial. What we need to do is
relatively simple: We have to make the atoms and molecules charged by a process
called ionization and allow them to interact with electrostatic, magnetostatic, or
electromagnetic fields by which the ions are separated (ion separation).

What are mass spectrometers? The instruments in which originally neutral atoms
and/or molecules become charged (ionized) and are subjected to electrostatic, mag-
netostatic, or electromagnetic fields (ion separation) are called mass spectrometers.
Large number of possible combinations of ionization (ionization methods) and ion
separation (mass analyzers) are available in a great variety of both homemade and
commercially available mass spectrometers. The common feature of the majority
of mass spectrometers is that ionization and ion separation occur in the gas phase.
The analyzed compounds need to be vaporized or transferred into vacuum either
before or during the ionization. Most mass spectrometers operate in the vacuum
range of 107* to 10~ Torr.
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How can mass spectrometry be used for chemical analysis? 1t is quite difficult to
give a brief definition of mass spectrometry that fully covers all of its crucial features.
A short definition recommended in the book by Sparkman (2000) is that “mass spec-
trometry is the study of matter based on the mass of molecules and on the mass of the
pieces of the molecules” [1]. In broader terms, we can also say that mass spectrom-
etry is a powerful tool in analytical and bioanalytical chemistry that provides detailed
structural information on a wide variety of compounds with molecular weight (MW)
of 1-1,000,000 Da by using a small amount of sample (nanogram, picomole, or fem-
tomole of material). Another important feature is that mass spectrometers are easily
coupled with separation technology, such as gas chromatography (GC) or HPLC.
Mass spectrometry is an “ideal” tool to analyze complex mixtures, e.g., peptides
resulting from the enzymatic digestion of proteins. With automated analyses, mass
spectrometry is also a high-throughput technique with the capability of analyzing
several hundreds of samples a day per instrument.

What is a mass spectrum? Fig. 1 shows a 70 eV electron impact (EI) ionization
spectrum of acetone. This spectrum is a plot of relative abundance versus mass-to-
charge ratio (m/z). The term “relative abundance” is used because the vertical axis
is calculated by assigning the most intense ion signal to 100 (base peak) and
the other ion signals (peak intensities) are normalized to this value. We measure the
mass-to-charge ratios (m/z) from which the mass of a given ion can be determined
based on the knowledge of the charge state. Obviously, if the charge state is one
(such as in singly charged ions formed by loosing an electron, e™), the m/z value
directly gives the ion mass. The charge states of multiply charged ions can easily
be determined, as will be discussed in the following text.
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Fig. 1. Electron impact (EI) ionization spectrum of acetone (70 eV).
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Fig. 2. Basic components of a mass spectrometer.

What are the general components of a mass spectrometer? A simplified block
diagram of a mass spectrometer is shown in Fig. 2.

As was discussed in detail in Chapter 4, sample preparation is crucial, especial-
ly for samples of biological/biochemical origin. Samples can be introduced via a
direct inlet, a GC, or an HPLC. Direct introduction may include a heated reservoir
(for volatile compounds that are liquids at room temperature), a direct insertion
probe (for relatively pure, synthesized solid organic compounds (EI) or fast-atom
bombardment (FAB) and biomolecules (MALDI), and a direct infusion or flow
injection for electrospray ionization (ESI) or atmospheric pressure chemical ion-
ization (APCI, see the following text). GC and HPLC are strongly recommended
and routinely used for the analysis of complex mixtures. (These separation
techniques will be discussed briefly in Section 3, and has already been discussed
in somewhat more detail in Chapter 5.)

Ionization is a crucial process occurring in the ionization source of mass
spectrometers: There are several requirements about the ionization process: (i) The
ionization process and ion extraction from the ionization source should be reason-
ably efficient to maintain low detection limits (high sensitivity); and (ii) the ion-
ization efficiency, desirably, should not be sample dependent and the generated ion
current should stay steady for reliable quantitation. The current state-of-the-art
mass spectrometers are equipped with efficient ionization sources; however, for
quantitation the use of internal standards is strongly recommended.
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There are two main ways of generating positively charged ions: either by the
removal of an electron, e.g., EI and field desorption (FD) ionizations or by addition
of a proton or other “cationizing” agents, such as Na*, K*, Ag*, etc. In the latter
case, the proton/cation transfers are established by the so-called “soft” ionization
techniques, including chemical ionization (CI), APCI, FAB, liquid secondary ion
mass spectrometry (LSIMS), laser desorption (LD), MALDI, surface-enhanced
laser desorption ionization (SELDI), ESI, desorption electrospray ionization
(DESI), and direct analysis in real time (DART). Note that proton detachments
can easily be achieved by most of the soft ionization techniques leading to the
formation of negatively charged ions that are widely investigated as well.

Another important part of a mass spectrometer is the mass analyzer that is used
to separate the ions. The simplest way of ion separation is just to let them fly and
measure their time of flight. This type of analyzer is called time of flight (TOF).
Here, electrostatic potential gradients are used to accelerate/decelerate the ions.
Ion separation is achieved by the interaction of ions with an electrostatic (electric
sector analyzer, ESA or orbitrap (OT)) or a magnetostatic (magnet, B) field. A res-
onant electromagnetic field is applied in quadrupoles (Q), and three-dimensional
or linear ion traps (3D-IT and LTQ, respectively). A combination of electric (E)
and magnetic (B) fields is used in Fourier transform ion cyclotron resonance (FT-
ICR) instruments. Spatial coupling of mass analyzers is also used to perform tan-
dem mass spectrometry (MS/MS) experiments. These types of experiments will
be discussed later in this chapter (Section 6).

The final step of a mass spectral analysis is recording of the mass spectrum by
detecting the ions after their separation. The detection of ions can be obtained
consecutively in time (“sweeping” techniques) where a characteristic parameter of
the analyzer, e.g., the magnetic field strength or radio frequency (RF) field
amplitude, is being varied in time so that only ions with a particular m/z can hit
the detector at a given time. In contrast, ions or ion packets can be detected
simultaneously by recording the signal associated with all the ions at the detector
plates. This complex ion signal (transient) is then deconvoluted by Fourier trans-
formation (FT) that provides us the mass spectra. Modern mass spectrometers are
equipped with detectors of great sensitivity. The detectors most commonly used
include the electron multiplier, the photomultiplier, the conversion dynode, the
Faraday cap, the array detector, and the charge or inductive detector. Detailed
descriptions of these detectors are beyond the scope of the present chapter.

From the operational point of view, reliable vacuum systems are a prerequisite
for mass spectral measurements. In most cases, manufacturers apply differential
stage pumping to achieve the required pressure range(s). Rotary pumps are used to
provide an initial vacuum of approximately 102 to 103 Torr. High-vacuum pumps
such as diffusion pumps (1076 to 1078 Torr), turbomolecular pumps (1077 to 108
Torr), and cryopumps (107° to 10~ Torr) are used to reduce pressure further.
Adequate knowledge in vacuum technology is essential in instrument design;
however, this is also beyond the scope of this chapter.
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As mentioned, mass spectrometry is a high-throughput analytical method. One
can easily generate several megabytes or even gigabytes of data in an hour of
operational time. Successful data processing in a timely manner requires state-of-
the-art computers with intelligent data processing and search programs. In some
cases, such as for proteomics research, clusters of computers are used to improve
the speed and the reliability of database searching.

Finally, we note that there are numerous books and articles available in the lit-
erature for those who are interested in rigorous details of mass spectrometry. To
adequately cite all these works would create a long list. Therefore, we provide a
few to guide the technically inclined readers. For example, for general descriptions
about mass spectrometry instrumentation, terminology, and mass spectral inter-
pretation, we recommend the books by Sparkman [1], Watson [2], Chapman [3],
Gross [4], Busch et al. [5], and McLafferty and Turecek [6]. For those who are
interested in biological mass spectrometry and proteomics, the books by Siuzdak
[7], Liebler [8], and Baer et al. [9] are recommended. Additional references will
be recommended in the following sections.

3. Separation techniques: gas chromatography (GC), and high-performance
liquid chromatography (HPLC)

Why do we need separation techniques? As will be discussed in Sections 5 and 6,
state-of-the-art mass analyzers and tandem mass spectrometry allow mass spec-
trometry to be a powerful tool for the analysis of complex mixtures. The coupling
of classical separation techniques with mass spectrometry further improves the util-
ity of these combined techniques for mixture analysis. Mass spectrometers are the
most sensitive and structure-specific detectors for separation techniques that, in
general, provide more detailed and reliable structural information on components
of complex mixtures than other conventional detectors (such as flame ionization,
UV, reflective index detectors, etc.).

A simplified schematics for three main separation techniques, namely GC, high-
performance or high-pressure liquid chromatography (HPLC), and supercritical fluid
chromatography (SFC), are shown in Fig. 3. In all cases, the analyte molecules in a
mixture (such as M1 and M2) are partitioned between a liquid-phase film on a solid
substrate and a carrier flow (mobile phase). In GC, the carrier is a gas, most com-
monly helium (He), in HPLC, the carrier flow is a combination of common solvents,
such as water, methanol, acetonitrile, etc., and in SFC the mobile phase is a super-
critical fluid, usually CO,. The partition of analyte molecules between the carrier
phase and the liquid (stationary) phase depends on many factors, such as volatility,
polarity, and hydrophobicity/hydrophilicity of the analyte, the chemical composition
of the liquid phase, the flow rate, and the temperature applied. This partition can be
visualized as a flooding river carrying debris of different sizes and shapes (analyte
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Fig. 3. (a) GC chromatogram and mass spectra of a two-component system. The plot of total ion
intensity vs. increasing time is the total ion chromatogram (TIC). Individual mass spectra are
obtained in a real-time mode for each component. (b) A simplified mixture flow of a two-component
system in a GC column.

molecules) that are bouncing back and forth between the water (mobile phase) and
the branches of the trees and bushes (stationary liquid phase) on the riverbank.

In GC, there is not much variance in the “chemical composition” of the mobile
carrier phase, which is usually He gas. Therefore, chemical composition of liquid-
phase molecules on the column and the temperature change during separation
determine the effectiveness of separation. Combinations of chemical structures
in the liquid-phase chains are common, such as the use of different ratios of
methyl/phenyl silicons. The retention time, i.e., time necessary for a compound to
pass through the column increases with the volatility of the compounds. To achieve
better separation, a temperature gradient is applied that reduces peak broadening
due to diffusion.

GC-MS is still widely used technique in environmental, forensic, and plane-
tary (space) sciences. It is, however, limited to volatile and thermally stable
compounds as they are injected to the GC via a high-temperature (250-300°C)
injection port. Nonvolatile compounds can be analyzed after specific derivatiza-
tion such as methylation, silylation, etc.; however, that requires additional sam-
ple preparation time. This is not always feasible as HPLC-MS is a better
technique for a large variety of nonvolatile compounds, including those of bio-
logical importance. These include drugs and their metabolites, peptides, proteins,
oligosaccharides, and oligonucleotides. For more details about GC/MS operation
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and for a practical user guide, we recommend the book by McMaster and
McMaster [10].

In HPLC, a greater variety of both the mobile (carrier) phase and the liquid
phase is available to optimize separation for a wide variety of compounds. By
varying the ratio of solvents by applying a solvent gradient, one can change the
polarity of the mobile phase, which is a unique feature of HPLC compared to GC.
Two main categories of liquid phases are applied: the “normal” phase and the
“reverse” phase liquid layers. In reverse phase, nonpolar alkyl chains are exposed
to the mobile phase. This provides stronger interactions with nonpolar (hydropho-
bic) analytes that will appear at longer retention time compared to more polar
(hydrophilic) analytes. For further details of separation mechanisms and ioniza-
tion techniques used in HPLC-MS, a good introductory book by Ardrey [11] is
recommended.

The advantage of combining GC, HPLC, and SFC with mass spectroscopy is
that fast-scanning mass analyzers allow us to record several mass spectra every
second so that numerous mass spectra are produced during a chromatographic
run. These mass spectra can either be direct “electron or chemical ionization”
spectra (GC-MS) that are rich in fragments (see Section 4) or tandem mass
spectra (see Section 6), in which an ion of interest at its retention time is selected
and then further fragmented by an ion-activation method, usually collision-
induced dissociation (CID). Fig. 4 shows such a combined HPLC-MS/MS run
for a peptide mixture obtained by digesting a protein. Fig. 4a shows the base
peak ion current as a function of time. The mass spectrum (MS) at a particular
retention time (26.47 min) is shown in Fig. 4b. It is clear from this MS spectrum
that there are two coeluting components (see doubly charged ions at m/z 571.4
and 643.2). The doubly charged ion at m/z 571.4 is then selected and fragmented
to produce the MS/MS (fragmentation) spectrum (Fig. 4c). The fragment ions
provide important structural information such as peptide sequence. Although not
shown here, the structural information on the other component (m/z 643.2) was
also obtained in about a second. Thus, MS/MS spectra are automatically gener-
ated for coeluting components allowing us to derive structural information, e.g.,
peptide sequence.

4. Tonization methods

Why do we need different ionization methods? Depending on the chemical prop-
erties of a molecule studied, different ionization methods should be applied. All
ionization methods are not applicable to all molecules. For example, nonvolatile,
heat-sensitive molecules, such as most of the biomolecules, cannot be ionized by
EI ionization because the prerequisite for this ionization is the (thermal) evapo-
ration of the sample. Also, the ion yield (ionization efficiency) depends on the
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The m/z values of the fragments are used to sequence the peptide.
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chemical structure of a molecule so that the application of more than one ioniza-
tion method for a given compound is desirable. In this chapter a brief summary
of the most commonly used ionization methods is provided.

4.1. Electron impact (EI) ionization

Volatile molecules can be ionized in the gas phase by colliding them with a beam
of high-energy (70 eV) electrons. Typically, lower molecular mass compounds are
more volatile. EI is suitable for the analysis of these compounds in the molecular
mass range of 1-800 Da. (Note, however, that there are compounds, such as fluo-
rinated hydrocarbons or some transition metal complexes, that have MWs higher
than 1000 Da and, yet, they are still volatile enough for EI analysis.)

A scheme of an EI ionization source is shown in Fig. 5. The electrons are emit-
ted from a heated filament (made of tungsten or rhenium) and accelerated toward
the source chamber. In the ionization chamber, some of these accelerated electrons
collide with the evaporated neutral molecules so that the emission of two electrons
occurs leaving behind a positively charged molecular ion. To form positively
charged ions, the average energy of the electrons must exceed the ionization poten-
tial of the (originally) neutral molecule. Although the ionization potentials of most
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Fig. 5. Schematics of an electron impact (EI) ionization source.
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common organic compounds are in the range of 8—12 eV, for routine and compar-
ative studies a 70 eV electron beam is applied. At around this value of energy, the
ionization efficiency (ion yield) is constant. Desirably, the electron beam should
be well focused and a narrow energy spread of the beam should be maintained.
This can be achieved by appropriate focusing and by a magnet (indicated by S
(south) and N (north) poles in Fig. 5).

In most cases, the average background and/or analyte pressure in the EI source
is low enough (less then 10~ to 1073 Torr) to avoid ion—molecule collisions (i.e.,
the mean free path is much longer than the dimension of the ionization chamber).
As a consequence, EI mass spectra, in general, are free from ions originating
from ion—molecule reactions. The applied repeller voltage of 1-5 V is high
enough to force the ions to leave the source within a few microseconds. Thus,
parent and fragment ions detected in EI mass spectra must be formed within the
time frame of a few microseconds. This means that the unimolecular rate con-
stants (k) are in the range of about 10° to 10° s~!. To drive fragmentation reac-
tions with this rate, a significant amount of internal energy is required, i.e., the
kinetic shift (the difference between the actual average internal energy and the
activation energy) is relatively large. The two main theory (Rice, Raisberger,
Kespel, and Marcus (RRKM) and quasi equilibrium theory (QET)) that describe
the main features of ion activation and fragmentation are beyond the scope of this
chapter, but we recommend some fundamental works by Beynon and Gilbert
[12], Cooks et al. [13], Forst [14], McLafferty and Turecek [6], and Vékey [15]
and Drahos and Vékey [16].

The excess internal energy can easily be provided by collisions with 70 eV elec-
trons since the electron energy is significantly larger than the ionization energies
of common organic molecules (8—10 eV). Thus, during the ionization not only the
elimination of an electron from a molecule (M) occurs but also an excited molec-
ular ion (M*) is obtained (Equation (1)).

M+ e — (M) + 2e- (1

Owing to the excitation of the molecular ion, the extra internal energy deposited
via EI allows the ion to fragment in the microsecond timescale, and if the internal
energy is high enough, the fragments (F;) can even fragment further. The ions
appearing in the mass spectra are, therefore, a result of competitive and consecu-
tive reactions as illustrated by the “fragmentation” matrix of Equation (2).
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Fig. 6. Electron impact (EI) ionization spectrum of benzene (70 eV).

In Equation (2), F; denotes the fragment ion formed in the ith competitive and
jth consecutive fragmentation step.

Three characteristic 70 eV EI ionization spectra are shown in Figs. 1, 6, and 7a
(acetone, benzene, and tributyl amine, respectively). In the EI spectrum of acetone
(Fig. 1) the molecular ion is at m/z 58 and this is the nominal MW of the neutral
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Fig. 7. (a) 70 eV EI spectrum and (b) CI spectrum (with methane reagent gas) of tributyl amine.
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acetone. More precisely, this is the nominal mass of the acetone molecular ion. (For
the definition of nominal and accurate masses, and isotope patterns, see the
following text.) The ion at m/z 59 corresponds to a molecule in which one carbon is
a 1BC isotope. (A reminder: Historically, mass spectrometry was developed to
separate and determine the masses of different isotopes of elements.) Other peaks in
the spectrum in Fig. 1 correspond to fragment ions of the molecular ion of acetone.
The most abundant ion is a fragment ion at m/z 43 corresponding to the acetyl cation
(CH,CO™). The most intense peak in the mass spectrum is called the base peak and,
conventionally, all the other peak intensities are normalized to the intensity of the
base peak (which is taken as 100%). Other ions include the ions at m/z 15, 14, and
13 corresponding to the methyl cation (CH;*) and subsequent (consecutive)
hydrogen losses from the methyl cation. Formation of both the acetyl and methyl
cations can be associated with a direct (C—C) bond cleavage. On the contrary, ions
at m/z 27 and 29 originate from rearrangement processes in which some bonds are
being broken while others are being formed. The activation energies of rearrange-
ment reactions, in general, are lower than those of direct bond cleavages. However,
rearrangement reactions require specific orientation (conformational and/or other
rearrangement) of the atoms in the fragmenting ions, which is manifested in lower
Jfrequency factors. (For more details of ion-fragmentation mechanisms, see refs.
[6,12,13,15].)

As demonstrated in Fig. 1, the molecular ion peak (M™"") is not necessarily the
most intense (base) peak in the spectrum (in case of acetone, its relative intensity
is approximately 64% and represents only about 28% of the fotal ion intensity).
This is the measure of the “fragility” of the molecular ion; the relative intensity of
the molecular ion increases with its stability. In comparison to the acetone molec-
ular ion, for example, the peak corresponding to the molecular ion of benzene is
the base peak in the 70 eV EI spectrum, which can easily be rationalized by the
more conjugated (more stable) character of this ion (compare Figs. 1 and 6). The
presence of the fragment at m/z 63 is particularly interesting because it corre-
sponds to the loss of a methyl radical from the benzene molecular ion. Such a loss
is difficult to rationalize from a closed-ring-type molecular ion. Instead, isomer-
ization of benzene molecular ion to a [CH;—C=C=C=C—CH,;]*" conjugated
structure is assumed. Isomerization reactions are quite common in mass spec-
trometry so that the structure of the molecular ion and that of the corresponding
neutral are not necessarily the same.

Even though the 70 eV spectra of acetone (Fig. 1) and benzene (Fig. 6) show
characteristic differences, there are important similarities as well. In both cases,
the odd-electron molecular ions tend to lose neutral radicals to form even-electron
cations. These reactions are driven by the fact that, generally speaking, even-
electron ions are more stable than odd-electron ions. (As will be seen in the
following text, this general rule has an important consequence for fragmentation
of even-electron-protonated (or deprotonated) molecules that prefer to lose even-
electron fragments, e.g., small neutral molecules.)
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Although with different intensities, the molecular ions of both acetone and
benzene can easily be observed in Figs. 1 and 6. Thus, the molecular mass
information can be deduced for both compounds based on the position of the
molecular ion peaks. There are cases, however, when the molecular ion is so
fragile that it fragments completely, so that the molecular ion peak is either of
very low intensity (see, e.g., Fig. 7a for tributyl amine) or not detected at all.
Obviously, in these cases, the molecular mass determination based on 70 eV EI
spectra becomes ambiguous, if not impossible. To reduce the fragmentation effi-
ciency of the molecular ion, i.e., to obtain MW information, more gentle (‘“soft”)
ionization methods are required. Five of these methods are discussed in the
following text.

4.2. Chemical ionization (CI)

Cl is a gas-phase ion—molecule reaction in which the analyte (molecule) is ionized
via a proton transfer process. (For more detailed description of the CI processes and
analytical applications, a “classic” book by Harrison [17] is recommended.) The
formation of the reactive ions in this ion—-molecule reaction process is triggered by
El ionization of a reagent gas that is, most commonly, methane, isobutene, or
ammonia. The partial pressure of the reagent gas (1-0.1 Torr) is much higher than
that of the analyte (ca. 10~ to 107> Torr), so the gas molecules can be considered
as a protective shield for the analyte molecules to avoid direct EI ionization. EI ion-
ization of methane results in the fragmentation of methane molecular ion and some
of these ions react with neutral methane. The ionization of the analyte molecule
occurs by proton transfer between reagent gas ions and the analyte, or to a less
extent, by adduct formation. Some characteristic mechanistic steps for methane CI
can be summarized as follows:

CH, + e~ - CH,” - CH,", CH,”, CH" 3)
CH,” + CH, — CH," + CH;4 “)

CH," + CH; — C,Hs + H, (5)

CH;" + M—[M+ H]" + CH,4 (6)
C,H, "+ M—[M+H]" + C,H, (7)
C,H"+ M —[M + C,Hs]" 8)

The CH;" ion formed in Reaction (4) is a strong acid. Reaction (6) is, therefore,
likely exothermic and the protonated molecule can gain enough internal energy to
fragment. Thus, methane is considered as a relatively “hot” CI gas.
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Reaction (6) can be rewritten to illustrate the proton-transfer process in a more
general way:

RH"+M—>[M+H]t +R &)

Here, RH™ is the “protonated” reagent gas, M the analyte, [M + H]* the protonated
analyte molecule, and R the reagent gas. Energetically, this reaction is preferred if
the enthalpy change is negative (AH, < 0). This is true if the proton affinity (PA) of
the analyte is greater than that of the gas. (As we will see later, this statement will be
generalized for all of the soft ionization methods discussed below by substituting the
“specific” reagent partner (gas) with a more general “matrix.”) PA of a molecule (M)
is defined as the negative value of the heat of the following reaction:

M+H >[M+H]" (10)
PA = — AH, (11)

Notice that the AH, for Reaction (10) is less than zero due to the large value of
heat of formation of proton (1530 kJ/mol). PAs of several compounds have been
reported by Meot-Ner in the literature with special attention to the calibration of
the PA scale [18]. The order of PAs of the most commonly used CI gases is:
methane (PA = 5.7 eV) < isobutene (PA = 8.5 eV) < ammonia (PA = 9.0 eV).
This is in agreement with the “strong acid” character of CH;", which also implies
that practically all organic compounds can be protonated by methane CI.

To illustrate characteristic differences between EI and CI spectra, the 70 eV EI
and methane CI spectra of tributyl amine (MW: 185 Da) are shown in Fig. 7aand b,
respectively. In the EI spectrum, the molecular ion at m/z 185 (M™") is very low in
intensity, making the MW determination somewhat ambiguous. In the case of CI
ionization using methane as a reagent gas, the peak corresponding to the protonated
molecule [M + H]* can easily be recognized at m/z 186. Owing to the low PA of
methane, fragmentation of the [M + H]™ still occurs providing structural informa-
tion. For example, a fragment ion at m/z 142 can be assigned as (C,H,),N=CH,".
Although the ion at m/z 142 is the base peak in both the EI and CI spectra, there are
important differences between the mechanisms leading to this ion: In the EI mode,
this ion is formed by the loss of propyl radical from the odd-electron molecular ion,
while in CI this ion is generated by the loss of a neutral molecule, propane, from
the even-electron-protonated molecule. This is again consistent with the relative
stability of even-electron ions (as discussed earlier).

The spectra in Fig. 7 can also be used to illustrate another important rule in
mass spectrometry, the nitrogen rule. The nitrogen rule states that any common
organic molecule or odd-electron ion that contains odd number of nitrogen atoms
has an odd (nominal) molecular mass. For example, tributyl amine contains one
nitrogen atom; thus, the nominal MW must be odd, and so it is (185 Da). However,
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acetone (MW = 58) and benzene (MW = 78) that contain no nitrogen atoms have
even molecular mass. The nitrogen rule has many important implications and
applications. For example, the fragment ion at m/z 142 cannot be an odd electron
ion containing one nitrogen. Indeed, it is an even-electron ion containing one
nitrogen atom (see above). Naturally, the nitrogen rule can be applied for proto-
nated (or deprotonated) molecules as well. Of course, in this case the numbers
“flip” around: The nominal mass of an ion corresponding to a protonated mole-
cule that contains odd number of nitrogen atoms must be an even number (see,
e.g., the [M + H]" of tributyl amine at m/z 186). Detailed interpretation of EI and
CI spectra are beyond the scope of this book, but for interested readers the book
by McLafferty and Turecek [6] is, again, strongly recommended.

4.3. Fast-atom bombardment (FAB) and liquid secondary ion mass spectrometry
(LSIMS)

FAB and LSIMS are closely related soft ionization techniques. A simplified scheme
for both techniques is shown in Fig. 8.

The main difference between the two techniques is that a neutral atomic beam
(Ar or Xe) is used in FAB, while a Cs* cation beam is used in LSIMS as a primary
(ionizing) beam. In both cases, the analyte is mixed with a high-viscosity liquid
matrix (proton-transfer agent), such as glycerol, thioglycerol, m-nitrobenzene alco-
hol, triethanol amine (TEA), etc. Combinations of these matrix components are also
used to enhance ionization efficiency. For example, a glycerol:thioglycerol:m-NBA
2:1:1 mixture containing 0.1% of trifluoroacetic acid (TFA) effectively generates
protonated molecules for many organic compounds. Although FAB and LSIMS

High energy beam of neutral atoms (FAB) or
Cs* (LSIMS)

Mixture of liquid matrix y

and analyte

MH* to mass analyzer

lon-molecule reaction
L (proton transfer)
between matrix and analyte

Fig. 8. A simplified scheme for FAB and LSIMS ionization.
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ionizations are sometimes considered to be “outdated,” they are useful and alterna-
tive ionization techniques to electrospray/nanospray ionization (ESI), APCI, and
MALDI. The application of FAB and LSIMS is especially justified in an academic
environment for elemental composition determination of relatively small synthetic
organic compounds by accurate mass (high resolution) experiments. For more
details about the chemical aspects of FAB, we recommend the review by Fenselau
and Cotter [19].

4.4. Electrospray ionization (ESI)

The significance of ESI in the analysis of biomolecules by mass spectrometry is
well acknowledged by awarding a shared Nobel Prize in 2002 to its inventor John
Fenn (currently at the Virginia Commonwealth University, Richmond, VA, USA).
As he pointed it out demonstratively, “we taught elephants to fly.” Elephants, of
course, stand for a wide variety of large biomolecules including peptides, proteins,
oligonucleotides, oligosaccharides, glycolipids, etc. (For early papers on ESI ion-
ization, see, e.g., the ones by Doyle et al. [20] and Fenn et al. [21, 22], and for an
overview book, see the one edited by Cole [23].)

Electrospray ionization is an ionization process by which analyte molecules or
ions present originally in solution are transferred to the gas phase through either
solvent or ion evaporation. Although the experimental setup is relatively simple,
the ion-formation mechanisms are still under systematic studies [24-26]. A
scheme for an electrospray source is shown in Fig. 9, while a simplified ion-
formation mechanism is indicated in Fig. 10.

In ESI the analyte previously dissolved in a solution is introduced into the ESI
source via a needle either by direct infusion or as an eluent flow from an HPLC
chromatograph. The most commonly used solvents include water, methanol, and
acetonitrile. Their combinations and specific use depend on the solubility of the
analyte. For direct infusion, a typical flow rate is in the range of 1-5 pl/min. More

Eluent with analyte Skimmer
(syringe pump or HPLC) Cone electrode \
@0 oo 5] N, flow )
@ @ ° 05808, /. _toMs
@@ ook T\
o8 ogLI
/ Pumping region

Spray/needle capillary
Heated (transfer) capillary

Spray (analyte-solvent droplets)
at atmospheric pressure

Fig. 9. Characteristic components of an electrospray ionization (ESI) source.
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Fig. 10. A simplified mechanism of ion formation in the electrospray ionization process.

recently, samples were analyzed with much lower flow rates of a few tens of
nanoliters per minute. This technique is called nanospray ionization that requires
much less sample amount providing greater sensitivity than “conventional” ESI.
The ESI flow rate is characteristically higher when HPLC is used for sample
introduction (approximately 50 wl/min). In many cases, microbore analytical
columns are used in the HPLC analysis. When higher flow rates are necessary for
the HPLC analysis, the eluent leaving the HPLC column can be split so that only
a small percentage of it is transferred to the ESI needle.

The electrospray itself is formed as a result of a large electrostatic potential
difference between the syringe needle and a counter (cone) electrode. In the absence
of this electrostatic field, the droplet formed at the end of the syringe needle would
simply drop to the ground whenever the adhesive surface tension cannot compen-
sate for the weight of the droplet. However, in the presence of a large electrostatic
field, the solution at the end of the needle is polarized (see Taylor cone in Fig. 10)
and torn away from the needle. This way, depending on the applied potentials, pos-
itively or negatively charged droplets are formed (Fig. 10). (To form positively
charged droplets, the needle potential can be kept, for example, at +4 kV, and cone
voltage at, e.g., 200 V.)

The more or less uniformly sized droplets enter a heated transfer capillary
in which the solvent molecules are being further evaporated. As a consequence,
the surface charge density increases until the droplet size reaches the “Rayleigh”
limit at which the surface tension cannot compensate for the “Coulombic” repul-
sion associated with the surface charge. At this point, the droplet explodes
(“Coulombic” explosion, Fig. 10) and smaller size droplets are formed. This
process can continue until virtually no solvent molecules are present, but only
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protonated (or deprotonated) analyte molecules. Alternatively, ions can be evapo-
rated directly from the charged droplets. It is easy to envision that in these process
multiply charged ions can easily be generated. In fact, formation of multiply
charged ions is an important characteristic feature of ESI. Note that depending on
the transfer capillary temperature and the solvent used, small droplets can survive
the journey through the transfer capillary. To retain these droplets and prevent
them from entering the ion guide and analyzer region of the mass spectrometer, a
skimmer is used at the “entrance” of the lower pressure ion guide/mass analyzer
section. Another disadvantage of the “linear” arrangement sketched in Fig. 9 is
that small salt particles can also enter the mass analyzer region causing contami-
nation. Perpendicular (or Z-type) sprays are currently developed and successfully
used to overcome this problem.

A typical ESI spectrum for a protein (lysosyme) is shown in Fig. 11. The mul-
tiply charged molecular ion pattern is clearly recognizable. Note that although this
ESI spectrum corresponds to only one protein, there is a mixture of ions in the
spectrum each of which has a different mass-to-charge ratio (reminder: In mass
spectrometry, the m/z ratio is measured). To calculate the molecular mass (or MW)
of the protein, the charge states of the individual ions should also be determined.
Thus, we have two unknowns, the MW and the charge state (n). To determine
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Fig. 11. ESI spectrum of lysosyme.
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the values of two unknowns, we need at least two independent equations. For
example, for two neighboring ions, the m/z values of which are denoted by a
and b in Fig. 11, the relationship between a, b, the charge state, and MW can be
written as:

With simple arithmetic rearrangements, the charge state at the ion a can be
determined as:

- _b

(a—b) A (14)

Equation (14) provides a “geometric” solution that is easy to remember. The pro-
cedure is simple: (i) Select any two neighboring peaks in the spectrum, (ii) calcu-
late the difference between these two peaks (4), and (iii) divide the m/z of one of
the peaks by this difference, which will give the charge state of the other one. This
simplified method works because, in most cases, b >> 1, so the correction is neg-
ligible. In the spectrum, shown in Fig. 11, A = 130 so that 1301/130 = 10 and this
is the charge state of ion a. The MW of the protein can then be determined as
[1431.47 X 10—10] = 14,305 Da. The correction by 10 is necessary because the
measured ion mass is larger than the MW by the mass of 10 ionizing protons. For
more precise determination, all peaks should be considered in a similar way and the
calculated MW values should be averaged. This simple mathematical process is
called “deconvolution” and provided by several manufacturers as a part of their data
processing program. It will be demonstrated in the FT-ICR mass analyzer section
(Section 5.4) that, if the resolution of a mass spectrometer is good enough to separate
the isotopes of a given ion, the charge state can directly be determined by using the
observed m/z differences (1/n) between the (carbon) isotope peaks of an ion as well.

ESI has a great advantage over other “matrix assisted” ionization methods (such
as FAB (LSIMS) and MALDI) that peaks associated with matrix ions do not appear
in the ESI spectra. This is especially useful for the analysis of smaller molecules,
such as pharmaceutical products and their metabolites. Another advantage is relat-
ed to sample introduction: Because samples are introduced in solution, HPLC is,
naturally, a good “coupling” component of ESI making it suitable for mixture
analysis. Another consequence of the sample introduction in solution phase is that
ESI provides a way to study biomolecules in their native-like (solution phase) envi-
ronment. For example, noncovalent (e.g., enzyme/substrate) interactions or protein
denaturing kinetics can be followed by ESI measurements at least in a qualitative
way. Other advantages of ESI/nanospray include a wide mass range of the
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compounds to be measured with good sensitivity (from the low picomole to a few
tens of femtomole level). As an impressive feature of these ionization methods, we
refer here to the analyses of large protein complexes with molecular masses greater
than 200,000 Da, e.g., by the groups of Robinson [27] and Wysocki [28].
Disadvantages include easy contamination of the transfer line and low salt toler-
ance so that sample pretreatment may be necessary before analysis.

These drawbacks can be overcome by using two recently developed desorption
ionization techniques. One of them is desorption electrospray ionization (DESI)
[29]. This technique is related to both ESI and desorption ionization methods, such
as secondary ion mass spectrometry (SIMS) and LD. In DESI, electrosprayed
charged droplets generated from solvents are directed at a surface of interest in air.
No matrix is necessary and the surface investigated can easily be moved during
the analysis allowing “mapping” of the surface for certain analytes. The usefulness
of DESI has been demonstrated for small molecules (drugs), peptides, and pro-
teins, as well as for in vivo analysis [29]. Another technique is the so-called direct
analysis in real time (DART) developed by Cody et al. [30]. DART refers to an
atmospheric-pressure ion source that allows analysis of gases, liquids, or solids on
surfaces in open air. The DART source operates by exposing the sample to a dry
gas stream (typically He or N,) that contains long-lived electronically and/or
vibrationally excited atoms or molecules. The excited-state species can directly
interact with the sample to desorb and ionize the sample (Penning ionization).
Similarly to DESI, DART has been successfully used for the direct analysis of
samples such as clothing, human skin, pills, plant materials, etc.

4.5. Atmospheric pressure chemical ionization (APCI)

As the term implies, in APCI, analyte molecules are ionized by ion—molecule
reactions that take place at atmospheric pressure. A scheme for an APCI source is
shown in Fig. 12. This ionization technique shows similarities with ESI in that the
samples are sprayed into the source; thus, this technique is also very commonly
used with HPLC (in fact, APCI allows higher flow rates than ESI). On the contrary,
there are significant differences between ESI and APCI. First, in APCI, the samples
are sprayed into a heated ionization source (¢ > 400°C) so that the analyte mole-
cules are vaporized. (This implies that APCI is not suitable for the analysis of
thermally labile compounds.) An essential part of the APCI source is a corona dis-
charge in which O, and N, molecules are ionized and further react with solvent
molecules in the gas phase at atmospheric pressure to form ions that will protonate
(or deprotonate) the analyte molecules. (Reminder: In “classical” CI, ion—molecule
reactions also take place in the gas phase, but at lower pressure (1 —0.1 Torr).) APCI
is widely used for ionization of smaller molecules, such as drugs and their metabo-
lites, pesticides, steroid derivatives, lipids, etc. ESI and APCI are often compared
to each other in several applications. For example, for the determination of
cyclosporin A in rat plasma, see, e.g., the work by Wang et al. [31].
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4.6. Matrix-assisted laser desorption/ionization (MALDI)

“Elephants,” i.e., large biomolecules, can be taught to fly not only by ESI but also
by using laser desorption ionization (LDI). This technique was also greatly
acknowledged by awarding the shared 2002 Nobel Prize to its developer Koichi
Tanaka [32]. At about the same time, Karas and Hillenkamp realized that laser ion-
ization efficiency could be significantly improved by applying a matrix so that a
modified method termed “matrix-assisted laser desorption/ionization (MALDI)”
was developed [33].

As the name indicates, MALDI is a desorption/ionization method, so it has some
similarities with FAB and LSIMS ionization (see Section 4.3). There are, however,
important differences as indicated in Fig. 13. First, the analyte is crystallized
together with the matrix, i.e., no liquid matrix is involved. Second, the primary
beam is a laser (photon) beam and not a particle beam. Many of the commercially
available instruments are equipped with a N, laser, the frequency of which falls in
the UV region (337 nm). Infrared (IR) lasers are also used, but they are not as com-
mon as the N, laser. The most common matrices used in UV MALDI experiments
include nicotinic acid, benzoic acid and cinnamic acid derivatives, dithranol,
azobenzoic acid derivatives, etc. (A section of a MALDI plate in Fig. 14. shows spots
with different colors that are associated with different matrices.) These matrices have
two common structural features: They contain a group that is a source of an acidic
proton and they have absorption at or around 337 nm (the N, laser wavelength).
Similarly to ESI ionization, the mechanisms of MALDI processes are still under
investigation (see, e.g., Dashtiev et al. [34] and Vértes et al. [35]). The most impor-
tant steps of MALDI ionization mechanism can be briefly summarized as follows.
The matrix molecules that are in great excess to the analyte molecules are electron-
ically excited by the UV laser, and this energy is transferred to vibrational energy
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Fig. 13. Matrix-assisted laser desorption/ionization (MALDI).

Fig. 14. Section of a 384-well MALDI plate. Different colors indicate different matrices used for
different types of compounds such as proteins (sinapinic acid, bright white spots), peptides («-cyano
cinnamic acid white spots), synthetic polymers (dithranol, yellow spots), etc.

that is also manifested in local heating (melting) of the crystal. The locally melted
crystal is then transferred to the vacuum carrying the analyte molecules. In this
plume, proton transfer between the matrix and analyte molecules takes place.

In the MALDI process, mostly singly charged ions are formed, although these
ions can be accompanied by some doubly and, occasionally, triply charged ions.
In addition, noncovalent adducts, such as dimers, trimers, etc., of proteins and/or
matrix adducts of certain analytes can also be observed. This is well illustrated in



a.i. 1

50000 —
45000 —
40000 —
35000 —
30000 —

25000

20000 [M+2HP*
15000 \

10000

5000

6194.7522

9010.8863

12386.2944

[My+H]*

[My+2H]2

)

18015.8848

[Mo+H]*

1972

— 24763

[2M,+H]*

— 30392.7430

[M1+M2+H]+

— 36069.3488

[2M,+H]*

.h427

— 4285H1

[2M,+M,+H]*

e
5000

Fig. 15. MALDI-TOF spectrum of two proteins obtained by using a linear acquisition mode with sinapinic acid as matrix. The two proteins have

e
10000

e
15000

e
20000

e
25000

average molecular weights M, = 12,385 Da and M, = 18,014 Da, respectively.

e
30000

R
35000

e
40000

m/z

811

1£3owo0g "y



Mass spectrometry instrumentation and techniques 119

Fig. 15, which shows a characteristic MALDI-TOF spectrum of a two-component
protein mixture using sinapinic acid (SA) as a matrix. A broad, tailing peak is
observed in the lower mass region of the spectrum (<2000 Da) that is associated
with ions from the matrix. This matrix interference is not disturbing in this partic-
ular case of protein analysis but could be a disadvantage when smaller molecules
are studied. One way to eliminate the matrix interference is the application of the
so-called “desorption/ionization on silicon” (DIOS) technique [36].

DIOS is a matrix-free laser desorption ionization technique that uses a pulsed
laser shined on porous silicon. Because the porous silicon is a UV-absorbing
semiconductor, a conventional N, laser (337 nm) can also be used in DIOS.
No other significant modifications are necessary, so a conventional MALDI-
TOF instrument can be used for DIOS experiments. In comparison with direct
laser desorption/ionization (LDI), DIOS does not result in fragmentation of the
generated ion. This is because the UV photon energy is mostly absorbed by
the silicon surface and only part of this energy is transferred to the analyte. The
large surface area of porous silicon allows obtaining low detection limits. High-
throughput DIOS analysis of several small molecules has already been
demonstrated and mechanistic studies have been carried out by the groups of
Siuzdak and Vértes [36, 37].

MALDI ionization is, in general, more sensitive than ESI; it is routinely used
for the analysis of peptides at the low femtomole or high attomole level. Another
advantage of MALDI is that, coupled with a TOF analyzer, biomolecules up to
about 500,000 Da can be investigated. The mass range can even be stretched fur-
ther to 1-2 MDa, but detection of these “ultrahigh” masses requires sensitive and
specific detectors, such as the low-temperature detector used by, e.g., the Zenobi
group [38]. Disadvantages of MALDI include low salt tolerance, even though it is
generally less critical than for ESI. There are several cases when sample pretreat-
ment (e.g., desalting by the solid phase extraction) is desirable, if not required.

5. Mass analyzers

Why do we need mass analyzers? Obviously, it is not enough to generate ions by
different ionization techniques (see Section 4) but it is also necessary to separate
them from each other. Mass analyzers are used for ion separation, and several
mass analyzer types are commercially available. Overview of these mass analyz-
ers can be simplified by considering two basic physical phenomena:

i) charged species can be easily accelerated by applying an electrostatic poten-

tial difference, and

ii) an accelerated electric charge generates an electromagnetic field.
As a consequence, we can separate charged species based on their

1) time of flight (TOF analyzers), and
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ii) theirinteraction with an electrostatic (electrostatic analyzer (ESA) and orbitrap
(OT)), a magnetostatic (magnetic sector (B)) and a magnetostatic and electro-
static fields (ion cyclotron resonance (ICR) analyzers), or an electromagnetic
field (quadrupole (Q), three-dimensional quadrupole ion trap (3D QIT), or
“two dimensional” linear ion-trap (LTQ) mass analyzers).

One can argue that this classification is quite arbitrary and does not follow the
conventional or historical description of mass analyzers. We believe, however, that
emphasizing the similarity of physical phenomena that are essential for ion sepa-
ration helps greatly in better understanding their basic operational principle.
Combinations of these analyzers are also very common, especially in tandem mass
spectrometers that will be discussed briefly in Section 6.

A few general and desirable properties of mass analyzers should be mentioned
here. (i) To achieve good selectivity, mass analyzers should separate the ions with
reasonable resolution. (ii) Sensitivity (i.e., the number of ions detected) depends
not only on the ionization efficiency but also on the transmittance of mass
analyzers. (Note that state-of-the-art detectors are good enough to detect only
10-100 ions.) (iii) It is desirable to have a mass analyzer that is compatible with
the ionization source that can provide continuous or pulsed ion beams with either
low or high initial kinetic energy. (iv) Finally, the mass analyzers should have the
appropriate mass-to-charge (m/z) limit to be able to detect compounds with a wide
molecular mass range.

In the forthcoming sections a brief summary of the most important mass ana-
lyzers is presented. Detailed description of their operation is beyond the purpose of
this book, but readers with special interest in the physics and mathematics of oper-
ations can easily find hundreds of articles and books in the literature. We provide a
few relevant references for guidance throughout the text.

5.1. Time-of-flight (TOF) analyzers

An excellent and detailed overview of TOF analyzers can be found in Cotter’s
book [39]. The principle of operation is relatively simple: By applying an electro-
static acceleration field (V), ions with a charge of zqg (where ¢ is the unit charge
and z indicates the charge state) will gain a well-defined kinetic energy (E,;,) from
which the velocity (v) of the ion can be determined.

1
Ein=2qV = Emv2 (15)

If we just simply let the ion with a velocity of v to fly for a distance of d, the
time of flight () can be determined as:

=

d
- (16)
v
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Note that in “real” instruments this equation is more complicated, but this does
not undermine the importance of the simple fact that the TOF can directly be cor-
related to the mass-to-charge ratio (m/z) [39]. By combining Equations (15) and
(16) this relationship can be written as:

t = (d/Ji2v) )(Jim7zq) (17)

This means that the TOF is proportional to the square root of the mass-to-charge
ratio (m/z), i.e., lighter ions have shorter arrival time than the heavier ions. This is
illustrated in Fig. 16.

The analogy for a TOF analyzer could be a track-and-field race with a notice-
able difference that heavier (overweight) persons do not necessarily run slower
than lighter (underweight) people. A sharp start signal is obviously necessary to
start a “fair” run. This start signal can conveniently be a laser pulse, so TOF ana-
lyzers are naturally coupled with MALDI ionization sources (MALDI-TOF
instruments). An alternative way of generating ion packets is the application of a
perpendicular pulse to an originally continuous ion beam. This pulsing technique
is used in Q-TOF instruments, for example. Even though the laser pulse or the
ion beam pulsing is relatively short in time, ions are formed (or pulsed) with a
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Fig. 16. Schematic diagram of a TOF analyzer: Lighter ions fly faster than heavier ones (v(M,) >
v(M,) > v(M;)) (masses and velocities are not in scale). The upper part of the figure shows a
simplified electrostatic potential indicating the acceleration region and the field-free region.
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noticeable spatial and velocity spread. These definitely decrease separation effi-
ciency of the ions that may be manifested in not adequate resolution and also not
satisfactory mass accuracy. Nevertheless, even the low-resolution, “linear mode”
ion detection technique provides important information about protein purity (see,
e.g., Fig. 15). This linear MALDI-TOF acquisition technique is also widely used
in cell imaging (or protein profiling) studies that have great potential in clinical
diagnosis.

The resolution and mass accuracy of TOF analyzers has been significantly
improved by introducing the delayed extraction technique and the reflectron (ion
mirror). The delayed extraction is used to compensate for the spatial spread, while
the reflectron is used to reduce the velocity (kinetic energy) spread. The latter is
illustrated in Fig. 17. Ions with higher velocity (but with the same m/z ratio) pen-
etrate deeper in the electrostatic field of the reflectron so that they are forced to
travel a longer distance. Hence, ions with greater velocities have a longer flight
path than those with lower velocities. The detector should be positioned at a place
where the faster moving ions “catch up” with the slower ions.

TOF analyzers have several advantages: (i) A reasonably good resolution (up
to approximately 20,000) can be achieved, (ii) large mass range (up to approxi-
mately m/z 2,000,000) is accessible with special detectors, (iii) fast duty cycles
(10-5000 scans/spectra/s) can be used, and (iv) its high transmission provides
excellent sensitivity (e.g., at the 1-10 fmol level). It is not surprising, therefore,
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Fig. 17. Schematic representation of a reflectron (ion mirror) in a TOF analyzer: Ions with the same
m/z formed with higher initial velocity (- - -) penetrate deeper in the electrostatic field of the reflec-
tron than those with lower initial velocity (- - -).
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that MALDI-TOF and Q-TOF instruments are widely used for high-throughput
analysis of samples of biological origin.

5.2. Interaction with electrostatic fields: electrostatic (ESA) and orbitrap
(OT) analyzers

The simplest analyzer based on interaction with an electrostatic field is the ESA
that separates the ions according to their kinetic-energy-to-charge ratio (E; /2q).
This analyzer is historically used in sector instruments either (i) in front of the
magnet to focus the ion beam leaving the ionization source (EB instruments) or
(i1) after the magnet to detect, e.g., the kinetic energy of fragments of a selected
ion (mass-selected ion kinetic energy spectra (MIKES)).

A recent development is the so-called “orbitrap” mass analyzer developed by
Makarov and colleagues [40,41]. The potential distribution of the electrostatic
field is a combination of a quadrupole and a logarithmic potential. The ion motion
in such a field is quite complex, yet it is a well-defined oscillating motion along
the axial electrode (Fig. 18). The frequency of this motion, which is related to the
square root of the m/z ratio, can be measured with high accuracy so that the OT
analyzer is one of the high-resolution analyzers. If ions with different m/z ratios
are present, the measured signal can be deconvoluted with the Fourier transfor-
mation (FT) technique (see also the ICR analyzer in this section). At the present
stage of development, OT analyzers are mostly used for exact mass measurements
and as a second-stage mass analyzer in tandem MS/MS experiments (such as in a
linear ion-trap/orbitrap combination).

Fig. 18. Orbitrap mass analyzer: The rings are associated with ions with different m/z ratios, and
they oscillate with m/z-related frequencies (f;) along the axial electrode.
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5.3. Interactions with a magnetic field: magnetic (B) analyzer

Historically, the magnetic analyzer was the first mass analyzer used, e.g., by
Thomson and Aston to separate isotopes of elements in the beginning of the twen-
tieth century. The principle of separation is based on the Lorenzian force that acts
on a charged particle in a magnetic field (B) as a centripetal force so that a circu-
lar motion with a radius of r is generated (Fig. 19):

2
zqlvxB] = T (18)

Equivalently, Equation (18) can be written as:

my
Br = Z (19)
Equation (19) indicates that the magnet separates ions according to their
momentum-to-charge ratio.

The instrument geometry is fixed (i.e.,  is constant) so that an ion with a given
m/z can be detected at a given and well-defined B. By changing the magnetic field
in time, a mass spectrum with a defined m/z range can be obtained. By incorpo-
rating the acceleration voltage (V) and so the kinetic energy of an ion into
Equation (18), the mass-to-charge ratio can be written as:

m  B%r?

Z 2V

(20)

Even though magnetic analyzers are now considered outdated and are not
widely used, it should be acknowledged that they played an important role in
establishing mass spectral fragmentation rules and also the theory of mass spec-
tra (see, e.g., ref. [13]). The fading glory of magnetic sector mass analyzers is
related to the fact that they are just too bulky and cannot compete with other high-
resolution analyzers such as the OT and ICR mass analyzers.

Fep=d [vxB]

Fig. 19. Circular motion of a charged species generated by a centripetal force (F,,) in a magnetic
field. B is perpendicular to the plane.
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5.4. Interactions with a magnetic and electrostatic field: ion cyclotron
resonance (ICR) analyzers

Similarly to the magnetic analyzer, ion separation is based on the circular motion
of a charged species in a magnetic field in ICR instruments as well. The differ-
ence is that in the ICR, ions undergo several full cycles in the ICR cell. Other dif-
ferences, such as the application of electrostatic trapping fields, are also crucial
and the ion motion is, in fact, much more complex than implied by the simplified
discussion below. For the technically inclined reader, we recommend the book by
Marshall and Verdun [42]. If only ions with the same m/z ratios are present, such
as indicated in Fig. 20, ion motion can be related to a regular sine function, the
frequency of which (w) is inversely proportional to the m/z ratio:

e

m

Note that Equation (21) is just a different representation of Equation (18).

It is easy to picture that if ions with different m/z ratios are present, circular
motions with different frequencies (w,) are detected. Therefore, the detected sig-
nal will be a combination of sine functions with different w, frequencies (i.e., m/z
ratios) and amplitudes (A,) that are related to ion intensities. Such a complex
signal is shown in Fig. 21a. This signal is then deconvoluted by using the well-
known Fourier transformation and the corresponding mass spectrum is obtained
(Fig. 21b). Owing to this “relationship” between an ICR signal and Fourier
transformation, the term FT-ICR instruments is often applied.

Note that in contrast to a “sweeping” detection of ions in magnetic analyzers
(i.e., when the magnetic field is changed in time), the FI-ICR technique detects all
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Fig. 20. Coherent circular motion of ions with the same m/z ratio in a cubic ICR cell results in a “pure”
sinusoidal signal. For a better view, the planes perpendicular to the magnetic field are omitted.
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Fig. 21. (a) A detected 500 ms transient signal in an ICR cell, and (b) the corresponding mass spec-
trum obtained by Fourier transformation, and (c) a small part of the spectrum around the nominal
mass m/z 194, showing five different ions separated easily by the ultrahigh resolving power of the
FT-ICR.

ions at the same time with high resolution and mass accuracy. A good analogy of an
FT-ICR analysis is the identification of individuals outside a lecture room by
recording the noise behind a closed door with a microphone (or simply just by lis-
tening). Assuming that everybody talks at the same time, deconvolution of the noise
from the room could lead to the unambiguous identification of every individual
from the outside (knowing, of course, their characteristic “voice” frequencies). In
this respect, our ears are our best Fourier transformers. Obviously, the longer we lis-
ten, the greater the reliability of identification. This is valid for ion-signal detection
as well: Longer transients in time provide us better mass resolution. To achieve
longer detection time, one should maintain the ion trajectories close to the detection
plates, i.e., we should maintain ion velocities (v) unchanged for a reasonable
amount of time. Ions can lose their velocities by colliding with residual gas mole-
cules in the cell. Ultrahigh vacuum is, therefore, a requirement to achieve ultrahigh
resolution. Another requirement is a strong, stabile, and homogenous magnetic field
that is maintained by superconductive magnets. These requirements make FT-ICR
instruments more expensive than most other instruments.

The main power of FT-ICR instruments lies in the ultrahigh resolution and mass
accuracy. Very complex mixtures, such as crude oil samples and protein digests (pep-
tide mixtures), can be easily analyzed without separating the individual components
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prior to mass analysis. Different ion-activation methods are also easily applicable so
that FT-ICR is widely used in tandem mass spectrometry (see Section 6).

5.5. Interaction with electromagnetic fields: quadrupole (Q) analyzers

As the name indicates, quadrupole mass analyzers consist of four parallel rods just
as indicated in Fig. 22.

In a quadrupole mass analyzer, direct current (DC) and alternate current (AC)
voltages are applied to the rods in such a way that two opposite rods have the same
voltage, while the perpendicular ones have a voltage with opposite sign (+ and —,
respectively). To be able to interact with this vibrating electromagnetic field in
between the rods, the ions should enter the quadrupolar field with low velocity
(e.g., with a few eV kinetic energy). Consequently, no high voltage (HV) is nec-
essary to accelerate the ions before the mass analysis. This is particularly useful
when ESI or APCI is used as there is relatively high pressure in the source region
(which may result in HV discharge).

Two opposite rods have positive potential except for a short period of time when
the negative RF voltage exceeds the positive DC voltage (Fig. 22). Because of this
short period of negative potential, only the lighter positively charged ions will be
defocused by these rods. This also means that these rods will focus only relatively
large positively charged ions so that they can be considered as high mass filters. With
similar considerations, the other two rods will defocus the positively charged ions
mostof the time and will focus only the lighter (positively charged) ions during a short
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Fig. 22. Schematic representation of a quadrupole mass analyzer and a voltage profile on the rods. At
a particular AC and DC voltages, only the ion with a given m/z passes through the quadrupole field.
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period while the voltage is positive on these rods (Fig. 22). Thus, the other pair of rods
works as low-mass filter. By applying the AC and DC voltages to all of the rods a
band filter is created, i.e., a filter that allows an ion with a given m/z to pass through
the rods and, subsequently, to reach the detector. (Notice that in this case the ions are
ejected axially from the quadrupolar field.) By changing the absolute values of the AC
and DC voltages, but keeping their ratio constant, the mass spectrum can be acquired.
Note that in the so-called “RF only” operation, no DC voltage is applied to the rods.
In this case, all ions with higher m/z than the low mass cutoff will pass the quadrupole
analyzer. This RF-only operation is quite often used to focus an ion beam consisting
of ions with different m/z ratios. For more details of the operating concept of the
quadrupole analyzer, see, e.g., the well-written paper by Miller and Denton [43].

Quadrupole mass analyzers have several advantages such as no requirement for
very high vacuum (>1077 Torr), and their relatively fast and simple operation for
high-throughput analysis. Disadvantages include low transmittance, a low m/z
cutoff, and low (generally unit) resolution.

5.6. Interaction with electromagnetic fields: linear ion-trap quadrupole (LTQ)
analyzers

As discussed earlier, in the “conventional” way of quadrupole operation the ions
are not trapped in between the rods but fly alongside them. However, it is also
possible to trap ions in between the quadrupole rods for a certain amount of time and
detect them by radial ejection (Fig. 23) [44]. The relatively large volume of ion

Back
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lon exit
Fig. 23. A schematic representation of a linear ion-trap mass analyzer (LTQ). Ions are stored in
between the quadrupole rods by applying trapping potentials at front and back sections. After some
time, the ions are then ejected radially to detect them by two parallel detectors (Only one of them
is shown for clarity).
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storage allows more ions to be trapped than in a conventional 3D-IT instrument
(see the following text). This, together with the axial ion detection, significantly
increases the sensitivity of ion detection. Therefore, LTQ mass analyzers are more
and more often used in areas where sensitivity is a crucial issue, such as pharma-
cokinetics and proteomics (including, e.g., posttranslational modification studies).

5.7. Interaction with electromagnetic fields: three-dimensional quadrupole
ion trap (3D QIT) analyzers

Historically, the 3D QIT analyzers have been developed before the linear ion
traps. Their invention paved the road to small, bench-top mass spectrometers. The
operational principle of a QIT is similar to that of the quadrupole even though their
physical appearances are quite different. 3D QIT analyzers consist of three main
parts: the end cap, the entrance cap, and the inner ring (doughnut) (Fig. 24). By
applying a RF field the ions can be oscillated in the trap (see a simplified illustra-
tion in Fig. 24). The ion trajectories are stabilized by a buffer gas (most often He).
By ramping the voltage, the ions are ejected out of the trap through the exit hole.
Intuitively, it is easy to predict that this analyzer can store less ions and more ions
are lost during the ejection than in the LTQ instruments. Indeed, the 3D QIT is less
sensitive than the LTQ.

The 3D QIT instruments have played and still play a revolutionary role in high-
throughput mass spectral analyses. They are literally “work horses” that can
operate in a “24/7” mode. Instrument maintenance is easy and not time-consuming.
One disadvantage is that usually only unit resolution is achievable, but this
drawback is overshadowed by the easy use for tandem MS/MS experiments (i.e.,
structural investigation, including, e.g., peptide sequencing that is fundamental for
proteomics studies).
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Fig. 24. Main components of a 3D QIT and a characteristic ion trajectory in the trap.
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6. Tandem mass spectrometry (MS/MS)

Why do we need tandem mass spectrometry (MS/MS)? Is single stage MS not sat-
isfactory? The rapid development of tandem MS/MS techniques have been trig-
gered by the introduction of soft ionization techniques (most importantly ESI,
nano-ESI, and MALDI). Soft ionization techniques usually provide intact, non-
fragmenting ions that are crucial for molecular mass determination. However, a
molecular mass (even an accurate one) does not provide enough information about
the structure of the compound, simply because of the possible existence of struc-
tural isomers. For example, peptides of YAGFL and AFGLY have exactly the same
MW, yet they differ significantly in their sequence.

Tandem mass spectrometry is an invaluable analytical technique to obtain
structural information on originally stable, nonfragmenting ions. The main dif-
ference between a single-stage MS and tandem MS/MS is illustrated in Fig. 25. In
the regular MS mode, ions formed in the ionization source are separated by a
single-stage mass analyzer. The problem is that either the ions originating from the
source may represent molecular ions of certain components of a mixture or some
of the lower m/z ions can be fragments of ions of larger m/z ratio (i.e., they can be
in a precursor—fragment relation). Even if a separation technique (GC or HPLC) is
used prior to ionization, coelution may occur so that ions formed in the source at
the same (retention) time may represent different components of a mixture. With
tandem mass spectrometry, however, any individual ion can be selected and then
activated to generate fragments of the selected ion. These fragments are character-
istic for the precursor ion structure. The fragments originating exclusively from the
precursor ion can then be analyzed separately with another mass analyzer. In short,
there are three main steps in tandem mass spectrometry: (i) ion selection, (ii) ion
activation (fragmentation), and (iii) analysis of the fragments of the selected ion.

There are several tandem MS/MS instrument types available commercially.
A detailed overview of these instrumentations and techniques is beyond
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Fig. 25. Single-stage MS and tandem MS/MS.
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the scope of the book, but a brief classification and summary are provided
here.

Tandem MS/MS experiments can be performed either (i) in space (just as
illustrated in Fig. 25) or (ii) consecutively in time in trapping analyzers. In the latter
case, every step of a tandem mass spectrometry measurement (ion selection, ion
activation, and fragment analysis) occurs in the same trap (i.e., same space but at dif-
ferent time). The great advantage of trapping instruments is that these steps can be
consecutively repeated many times so that we can get structural information on the
second, third, and, in general, the nth generations of fragments (MS” techniques).

Depending on the resolving power of the first mass analyzer, ions can be
selected either monoisotopically or with multiple isotopes. For practical reasons,
and to improve sensitivity, multiple isotope selections (i.e., 2—-3 m/z units) are
preferred, especially for automated runs.

The main purpose of the ion-activation step is to provide additional internal
energy to the originally “cold” ions that have not enough internal (vibrational)
energy to fragment within the timescale of the instrument. As summarized in
Table 1, this goal can be achieved in different ways, but all of them are related to

Table 1

Abrief summary of ion-activation methods commonly used in tandem mass spectrometry experiments
Activation Modes and Number of Amount of internal energy
partner instruments collisions deposited and dominant

fragmentation processes

Gas (He, Ar, Xe) Low energy (eV)
QQQ Several Medium energy
QIT, LTQ Multiple Low energy
Sustained off- Multiple Low to medium energy
resonance
irradiation
(SORI-CID)
in FT-ICR
High energy (keV)
TOF-TOF Single High energy
Sector-TOF Single High energy
Photon IRMPD (QIT, FT-ICR) Multiple Low energy
BIRD (FT-ICR) Multiple Low energy
Low-energy ECD (FT-ICR) Single Low energy
elecron
Low-energy anion ETD (LTQ) Single Low energy
Surface eV SID Single High energy, with
relatively narrow
distribution
Q-SID-Q
Sector-TOF
FT-ICR

keV SID = SIMS
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collisions of the selected ions. The colliding partner most often is a gas (gas-
phase collision-induced dissociation, CID [5,45], including sustained off-
resonance irradiation-CID, SORI-CID in FT-ICR instruments [46]), but it may be
a photon (photodissociation [47], infrared multiphoton dissociation (IRMPD)
[48-51], or blackbody irradiative dissociation (BIRD) [52-53]), a low-energy
electron (electron capture dissociation (ECD) [54-56]), a negatively charged
anion (electron transfer dissociation (ETD) [57]), or a surface (surface-induced
dissociation, SID [58-60]). The extent of fragmentation depends on the amount
and distribution of internal energy deposited to the selected ions: As intuitively
expected, more internal energy triggers more extensive fragmentation. For further
details of the internal energy distribution and its influence on fragmentation, see,
e.g., the books by Cooks et al. [13], Forst [14], and Beynon and Gilbert [12], as
well as a detailed tutorial by Vékey [15].

Ion activation can also be classified as low- (eV) or high-energy (keV) colli-
sions. In this case, the laboratory collision energy is used for guidance, but it
should be noted that only the so-called “center of mass” energy is available for
the kinetic-to-internal-energy (7 — V) transfer. Another way of grouping ion-
activation methods is to consider the number of collisions so that we can talk about
single or multiple collision conditions. These are also indicated in Table 1.

The final appearance of a tandem MS/MS spectrum depends not only on the
mode of ion activation (high vs. low internal energy deposition) but also on the
time lag between ion activation and the recording of the fragmentation
spectrum. This can easily be understood if one accepts that ion fragmentation is
assumed to be unimolecular after ion activation: As expected, a longer time gap
leads to more fragments. The main practical conclusion is that tandem MS/MS
spectra of the same precursor ion can be quite different if they are acquired in
different instrument configurations. This is well illustrated in Fig. 26 for proto-
nated N-acetyl OMe proline [61]. In an ion-trap instrument, where the internal
energy is deposited in small increments by multiple collisions, only low-energy
processes, such as the loss of methanol (CH,OH) and a subsequent loss of CO,
are observed. On the contrary, when the internal energy is deposited in one step
(CID in QQQ and SID in Q-TOF), the high-energy process of the ketene loss
becomes a competitive channel and the corresponding fragment ion at m/z 130
is clearly detected. Despite this dependence on experimental conditions, tandem
MS/MS spectra can be reasonably compared if obtained under similar instru-
mental conditions.

The tandem MS/MS spectra shown in Fig. 26 are typical “product ion” spectra.
In most tandem MS/MS applications this scan mode is used to obtain structural
information of a selected (precursor) ion. A variation of product ion scans are used
also in multiple reaction monitoring (MRM), which is a useful technique for quan-
titation and kinetic studies (see the following text). Other MS/MS scan types are
also applied even though not all of them are easily available in all tandem MS/MS
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Fig. 26. Tandem MS/MS spectra of protonated N-acetyl OMe proline obtained using different ion-activation methods and instruments, such as gas-
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Table 2
MS/MS scan modes applicable in a triple quadrupole instrument (QQQ)

Scan modes Quadrupole 1 (Q1) Quadrupole 2 (Q2) Quadrupole 3 (Q3)
Product ion Select a desired Ion activation/ Scan for fragments
mlz dissociation of m/z
Precursor ion Scan for parents of Ion activation/ Select and monitor
a given fragment, F dissociation fragment, F
Neutral loss Scan Ion activation/ Scan with shift of
dissociation mass of the neutral
Selected/multiple Select a desired m/z Ion activation/ Select and monitor
reaction monitoring dissociation desired fragment(s)
(SRM or MRM)
Ion-molecule Select a desired m/z Ion-molecule Scan for reaction
reactions products

instruments. For easier understanding, these scan modes are summarized in Table 2
for a triple quadrupole (QQQ) instrument.

In precursor ion scan mode, all precursors that form a given fragment ion (F) are
detected. In this mode, the second quadrupole is set to the given m/z value of the frag-
ment ion and the first quadrupole is scanned so that the software can reconstruct the
precursor ion spectrum. In other words, the software “finds” those precursor ions from
which a given fragment is formed. In the neutral loss scan both the first and the sec-
ond quadrupoles are scanned in a synchronized way, i.e., their scans are ““shifted” by
the desired mass of the neutrals (e.g., by 18 for water or by 80 (HPO,) for protein phos-
phorylation studies). Neutral loss measurements are, therefore, especially useful for
detection of laboratory (or natural) modifications of an analyte. If higher sensitivity is
desired, the second quadrupole is not scanned over a wide mass range of the fragments
but, instead, it is set up to monitor only a selected fragment or fragments (SRM or
MRM scans). Finally, we note that tandem mass spectrometry can also be used for
studying ion—molecule reactions, i.e., when a selected ion reacts in the “collision cell”
(second quadrupole, or in general, in any trapping analyzer). Specific examples for
ion—molecule reactions include hydrogen/deuterium (H/D) exchange studies or
reactions of multiply charged (positive) ions with anions in a linear ion trap (charge
transfer dissociation (CTD)). These ion—molecule reactions are particularly useful to
distinguish between structural isomers of ions with the same chemical formula.

Throughout this book the readers can find beautiful examples for the application
of tandem MS/MS. Although many good instruments are available commercially,
there is no “ideal” or “perfect” instrument for general use. Depending on the appli-
cation, different instruments may have ideal performance. We encourage the reader
to carefully choose an instrument that is the best for his/her needs. Hopefully, the
information and discussion presented in this chapter will help the reader in making
the best choice.
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7. Selected terms for clarification

The author of this chapter takes the freedom to explain a few selected terms that—
based on his teaching experience—are often not well understood and may even be
misused. Although this is not an exhaustive list, clarification of these terms may
help in reading the whole book more comprehensively by readers whose primary
expertise is not in mass spectrometry. For a detailed guidance of terminology, we
refer again to the book by Sparkman [1].

Nominal mass is the integer mass of the most abundant naturally occurring
stable isotope of an element. As a consequence, the nominal mass of an ion is the
sum of the nominal masses of the elements in the empirical formula (for the ace-
tone molecular ion the formula is C;H,O""; thus, the nominal mass is 58). This,
sometimes, is mistaken with the average molecular mass that is also commonly
used, e.g., by synthetic chemists. In the average molecular mass, average atomic
masses are used: the accurate atomic masses of various isotopes, weighted by their
natural abundance. For example, the average atomic weights of chlorine and
bromine are 35.5 and 80 Da, respectively. Nonetheless, in mass spectral analysis
of common organic molecules these average masses are never measured. Instead,
each isotope is observed, in the case of the above-mentioned case of chlorine an
ion pair corresponding to 3Cl and 3’Cl, while in the case of bromine those related
to 7Br and 8'Br.

Accurate mass is the experimentally measured mass of an ion that is precise
enough to determine its elemental composition, e.g., has at least £5 ppm accuracy.
This accuracy can easily be achieved in the m/z range of 1-3000 Da by using var-
ious commercially available mass spectrometers, such as sectors, TOF, QTOF,
OT, or FT-ICR instruments. For accurate mass measurements, appropriately cho-
sen internal standards are required. In a general procedure, the analyte ion is
bracketed by two internal standard ions, the m/z values of which are known with
very high accuracy. The spectrum obtained with the internal standard is then recal-
ibrated by using the standard m/z values of the internal standard ions (“peak
matching” technique). A wide variety of internal standards can be used. The most
commonly applied ones include perfluoro kerosene (PFK) for EI ionization and
polyethylene (PEG) or polypropylene (PPG) glycol in FAB (LSIMS), ESI, and
MALDI measurements. The use of peptide internal standards is also common in
accurate mass measurements by EST and MALDL.

Although they are related, the measured accurate mass should be distinguished
from the calculated exact mass, which is the mass determined by summing the
exact isotope masses of the elements present in a particular ion. For example, the
calculated exact mass of '2C;'H'°0O*" (acetone molecular ion) is 58.0419 Da, and
a measured accurate mass could, for example, be 58.0416 Da, which corresponds
to a —5.2 ppm error. In this calculation, the following atomic (isotopic) exact
masses are used: 2C: 12.0000 Da, 'H: 1.007825 Da, and '°O: 15.9949 Da. (For
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accurate isotope masses and an exact mass calculator program, see, e.g., the web
sites www.sisweb.com/referenc/source/exactmaa.htm and www.sisweb.com/
referenc/tools/exactmass.htm, respectively.)

Fig. 27 illustrates the differences between nominal, exact, and average masses
for singly protonated alanine oligomers: [(Ala); + H]" and [(Ala)s, + H]".
When the nominal ion mass is relatively small (e.g., around 400 Da), the
nominal, exact, and average masses do not differ significantly (Fig. 27a and c).
However, with increasing masses, differences between the nominal, exact, and
average masses become more and more significant that should be accounted for
(Fig. 27b and c). If, for example, the resolution of a mass spectrometer is not
good enough to separate individual isotopes, the measured peak will provide
only an “envelope” of the isotope distribution from which the average mass of
the ion can be approximately determined (see solid curve line in Fig. 27b).

Resolution of a mass spectrometer is related to the ability of a mass analyzer to
separate two ions with different m/z ratios. The resolution is defined as R = M/AM,
where M is a given mass and AM is the difference between the given mass and the
neighboring mass peak with, for example, 10% peak height (see Fig. 28).

The terms “low resolution” and “high resolution” are often misused meaning
“not accurate mass/survey” and “accurate mass” measurements, respectively. High
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Fig. 27. Calculated isotope pattern distribution of singly protonated (a) Alas, and (b) Alay,, and

(c) the calculated deviance between the nominal mass, the exact mass of the first isotope peak, and

the average mass for singly protonated polyalanines as a function of the nominal mass.
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Fig. 28. Resolution of a mass spectrometer: The presented ion separation is related to a resolution
of 1000 (at 10% valley).

resolution is only a prerequisite for accurate mass measurements in which the use
of internal standards with precisely known ion masses and a stable mass scale or
calibration of the instrument are required.
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1. Introduction
Chemometrics, or chemoinformatics, was established at the beginning of the 1970s

by Svante Wold, Bruce L. Kowalski, and D.L. Massart. The term ‘chemometrics’
was first coined by S. Wold, who applied for funding from the government of

*Tel.: +361 438 1103; Fax: +361 438 1143. E-mail: heberger @chemres.hu (K. Héberger).
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Sweden and thought it would be much easier to receive it for a new discipline.
Since then a lot of definitions of chemometrics have been proposed. We apply here
the definition given in Chemometrics and Intelligent Laboratory Systems—the
leading journal in the field:

Chemometrics is the chemical discipline that uses mathematical, statistical,
and other methods employing formal logic to design or select optimal meas-
urement procedures and experiments, and to provide maximum relevant
chemical information by analyzing chemical data.

Despite the advent of disciplines such as biometrics, chemometrics is not dying
out; on the contrary, it achieved maturity around the millennium.

The features of the chemometric approach can perhaps be best understood by
comparing it with the classical approach. The classical approach aims to understand
effects—which factors are dominant and which ones are negligible—whereas
the chemometric approach gives up the necessity to understand the effects, and
points out other aims such as prediction, pattern recognition, classification, etc.

The classical approach is reductionist, one factor examined at a time; the effects
are separated as much as possible. The chemometrics approach uses multivariate
methods, i.e., all variables are considered at the same time. In this way, the model
is fit to the data. When building a model to fit the data, the conclusions should be
in harmony with the information present in the data. This is sharply different from
the classical approach, where the model is derived from theory and the data are
searched to show the validity of the model. For many scientists, the theory is the
nonplus ultra; it cannot be criticized. They can rather measure what should be meas-
ured according to the theory. In this way, however, the conclusions drawn may be in
contradiction with the information present in the data.

As a result, the classical approach determines new (causal) relationship(s) and
discovers new natural laws, whereas the chemometric approach finds usually a
formal relationship, which has the elements of causality. Moreover, prediction and
classification are possible by applying these “formal” models.

Naturally the classical approach has the advantage of being successful,
accepted, and well based; the constants in the models have definite physical sig-
nificance. The disadvantage, however, is that the factors are correlated and their
effects cannot be separated. Nature is not orthogonal unlike the mathematical
description. The advantage of the chemometric approach is that correlations
among variables can be utilized. The disadvantage is that the constants in models
do not necessarily have physical relevance.

As can be seen, the two approaches are complementary. The modern, newer
approach cannot be substituted by the older, classical one and vice versa. The
chemometric approach simply provides information not otherwise accessible.

Two new ideas have to be introduced before going into details: prediction and
pattern recognition.
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Prediction means declaration in advance, especially foretelling on the basis of
observation, experience, or scientific reason. Prediction concerns not only tempo-
ral processes but also, for example, the toxicity of a compound on the basis of
similar compounds. Even if you do not have a causal model, prediction is valuable
using black box models.

Pattern recognition is to unravel patterns in the data. Although patterns are per-
ceived automatically, the process is difficult to define: A pattern is a natural or
chance configuration, reliable sample of traits, tendencies, or other observable
characteristics of data. In chemometrics, patterns are usually simplified to group-
ings (clusters) and outliers.

Consider the blood test of healthy and ill patients. If you consider one feature
at a time, all features may be within the given limits of healthiness but still a
patient might be ill. On the contrary, some of the healthy patients can provide
extreme values. If you consider large number of patients and all features at once,
usually the healthy and ill patients can be distinguished using multivariate
chemometric methods.

2. Data types and data pretreatment
2.1. Data types

It is expedient to distinguish the variables on the basis of three scales: nominal,
ordinal, and numeric.

The nominal scales are categorical in nature, i.e., qualitative only. They can be
measured only in terms of whether the individual items belong to some
distinctively different categories, but we cannot quantify or even rank order those
categories. Each category is “different” from others but cannot be quantitatively
compared to others. Two kinds of nominal scales are differentiated: binary and
grouping scales. The binary scales can have only two values (e.g., yes or no, zero
or one, ill or healthy, etc.). Group scales can have several categories (e.g., integer
numbers or strings are assigned to groups, e.g., several types of cancer or seasonal
differences—spring, summer, winter, etc.—can be distinguished).

The ordinal scales are also qualitative, but they can rank (order) the items
measured in terms of which has less and which has more of the quality represented
by the variable, but still they do not allow us to say “how much more.” A typical
example of an ordinal variable is the toxicity: A compound can be classified as
highly toxic, moderately toxic, hardly toxic, or nontoxic. Although the compounds
can be ordered according to the toxicity, how much more toxic they are cannot be
established. The ordinal scale provides more information than nominal scale, but
“how much more” cannot be established.
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The numerical scale is quantitative in nature. This scale of measurement
allows us not only to rank the items that are measured but also to quantify and
compare the sizes of differences between them. Some authors distinguish inter-
val and ratio scales, whether an absolute zero point is defined or not, but this is
not mandatory. For example, the temperature measured in Celsius is on an
interval scale, whereas in Kelvin it is on a ratio scale. Interval scales do not have
the ratio property.

2.2. Arrangement of data
One single number, called a scalar, is not appropriate for data analysis.

Vectors: A series of scalars can be arranged in a column or in a row. Then, they
are called a column or a row vector. If the elements of a column vector can be
attributed to special characteristics, e.g., to compounds, then data analysis can be
completed. The chemical structures of compounds can be characterized with
different “numbers” called descriptors, variables, predictors, or factors. For
example, toxicity data were measured for a series of aromatic phenols. Their
toxicity can be arranged in a column arbitrarily: Each row corresponds to a
phenolic compound. A lot of descriptors can be calculated for each compound
(e.g., molecular mass, van der Waals volume, polarity parameters, quantum chem-
ical descriptors, etc.). After building a multivariate model (generally one variable
cannot encode the toxicity properly) we will be able to predict toxicity values for
phenolic compounds for which no toxicity has been measured yet. The above ap-
proach is generally called searching quantitative structure — activity relationships or
simply QSAR approach.

Matrices: Column vectors when put one after one form a matrix. Generally two
kinds of matrices can be distinguished denoted by X and Y. The notation X is used
for the matrix of independent variables. The notation Y is used for the matrix of
dependent variables; their values are to be predicted. If we can arrange our data
into one (X) matrix, still we can unravel patterns in the data in an unsupervised
way, i.e., we do not use the information of groupings present in the data. Such
matrices are suitable for a principal component analysis (PCA).

Matrices (arrays) can be multidimensional; three-dimensional matrices are also
called tensors. Analysis of tensors is frequently called 3-way analysis. Typical
example is the data from a hyphenated technique, e.g., gas chromatography—mass
spectrometry (GC-MS) data; one direction (way) is the mass spectrum, second
direction is the chromatographic separation (time, scan), and the third direction is
the samples (of different origin, repetitions, calibration series, etc.). The 3-way
analyses can easily be generalized into n-way analysis including more directions.
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3-Way analyses require routine use of matrix operations; besides this, they can
be unfolded into 2-way arrays (matrices). Therefore, we deal with analysis of
matrices further on.

2.3. Data pretreatment

The data are arranged in a matrix form; the column vectors are called variables
and the row vectors are called mathematical—statistical cases (objects or samples):

'xll XIZ L le
— Ty Ay Lo,
o M M M (1)
'/rnl an L xnm
with m columns and nrows, j = 1,2,...,mandi = 1, 2, ..., n, respectively.

Centering means to subtract the column averages from each matrix element:
X=X — %, )

Standardization means to divide each centered matrix element with the column
standard deviations: _
xf = L G)
Sj
where x; is a matrix element, X; is the column average, and s; is the column
standard deviation.
Sometimes standardization is termed as normalization, which must not be con-
fused with normalization to unit length. Of course, other scaling options also exist,

e.g., range scaling:
o Ny

v max(x;) — min(x;)

— min(x;)

“4)

and block scaling (scaling only a part of the matrix).
Covariance and correlation matrix can be formed from the original input
matrix X:

C = cov(x;) = ﬁ(X'TX') )

R = COI'()CJ') = ﬁ(X'ITX”) (6)
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Centering and standardization leads to some information loss. However, some
of the statistical methods require (or at least works better; the interpretation is
easier) the use of standardized data. Therefore, standardization is always recom-
mended for beginners. The purpose and use of centering and scaling are discussed
in depth in ref. [1].

In practice, it often happens that some items are missing from the matrix. The
best way is to substitute missing data with column means (or partial mean of an
interval if applicable). Alternatively, a random number within the range can be
put instead of an empty place. If the empty places are numerous and they are not
randomly located, then substitution is not recommended. Similarly, putting
zeros in empty places is never the advocated practice. If a measurement value is
below the detection limit, then half of the detection limit is a much better choice
than zeros.

Generally, no data can be eliminated from the matrix without well-documented
reasons. However, constant “variables” are not useful, and similarly, some of the
highly correlated variables may be cancelled as they do not represent independent
information. The qualitative statement “highly correlated” can hardly be quanti-
fied as it depends on the problem.

3. Multivariate methods

Let us group the methods in the simplest way. If the data can only be arranged in
one matrix (X), then unsupervised pattern recognition can be carried out. Such
methods are PCA and cluster analysis (CA). It is relatively easy to assign a dummy
variable to the rows (objects, cases) in the matrix. Supervised pattern recognition
methods aimed to predict the dummy variable also called grouping variable (Y).
All prediction methods can be applied in a supervised way, i.e., to predict the
grouping variable(s). What is the use of employing supervised pattern recognition
when the aim is to group the data into classes and class memberships have to be
known before the analysis? However, we can build models on known samples
(training or learning data sets) and make predictions on unknown, not yet
measured samples or compounds.

The most frequently used supervised pattern recognition method is the linear
discriminant analysis (LDA), not to be confused with its twin brother canonical
correlation analysis (CCA) or canonical variate analysis (CVA). Recently,
classification and regression trees (CART) produced surprisingly good results.
Artificial neural networks (ANNs) can be applied for both prediction and pattern
recognition (supervised and unsupervised).

If two matrices can be defined, matrices of dependent variables (Y) and
independent variables (X), then prediction methods are applicable. The simplest
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Pattern Recognition
PARC

Non supervised Supervised
CA (classification)

SIMCA

Hierarchical Non hierarchical LDA, CVA BP ANN
(more level) (one level) CCA PLS DA
Agglomerative B
99 K means procedures
Divisive G
Kohonen, SOM

Fig. 1. Pattern recognition methods. ANN, artificial neural networks; BP ANN, back-propagation
ANN; CA, cluster analysis; CART, classification and regression trees (recursive partitioning); CCA,
canonical correlation analysis; CVA, canonical variate analysis; kNN, k-nearest neighbor methods;
LDA, linear discriminant analysis; PCA, principal component analysis; PLS DA, partial least
squares regression discriminant analysis; SIMCA, soft independent modeling of class analogy;
SOM, self-organizing maps.

and best-understood prediction method is the multiple linear regression (MLR). It
uses only one Y variable measured on a numerical scale (one at a time). Principal
component regression (PCR) and partial least squares projection of latent struc-
tures (PLS) can have more Y vectors of numerical scale. The use of all pattern
recognition and prediction methods is connected to variable (feature) selection.
Many variables are not useful for prediction; they encode irrelevant information or
even noise. Canceling uninformative variables ensures the successful application
of chemometric techniques. The variable selection is implemented in the algorithm
of prediction methods; here, only two general variable selection methods are men-
tioned: genetic algorithm (GA) and generalized pairwise correlation method
(GPCM).

There are virtually endless number of methods for prediction and pattern
recognition. The methods are frequently abbreviated. All of them have advantages
and disadvantages; some of them have found use in special cases. In chemistry,
“landscape” matrices often emerge, i.e., matrices having more columns than rows;
LDA cannot handle such a situation but PLS can. Similarly, MLR cannot tolerate
highly correlated variables but PLS can.

The methods of pattern recognition are summarized in Fig. 1.
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3.1. Principal component analysis (PCA)

An n X m matrix can be considered n points in the m-dimensional space (or m
points in the n-dimensional space). The points can be projected into a smaller
dimensional subspace (smaller than n or m, whichever is the smaller) using proper
techniques as PCA. Therefore, PCA is often called as a projection method.
Projecting the points, dimension reduction of the data can be achieved. The
principal components are often called underlying components; their values are the
scores. The principal components are, in fact, linear combinations of the original
variables. PCA is an unsupervised method of pattern recognition in the sense that
no grouping of the data has to be known before the analysis. Still the data
structure can be revealed easily and class membership is easy to assign.

The principal components are uncorrelated and account for the total variance of
the original variables. The first principal component accounts for the maximum
of the total variance, the second is uncorrelated with the first one and accounts for
the maximum of the residual variance, and so on, until the total variance is account-
ed for. For practical reasons, it is sufficient to retain only those components that
account for a large percentage of the total variance.

In summary, PCA decomposes the original matrix into multiplication of loading
(P) and score (T') matrices:

X =TP" (7

PCA will show which variables and compounds are similar to each other, i.e.,
carry comparable information, and which one is unique. The schematic represen-
tation of PCA can be found in Fig. 2.

The algorithm of PCA can be found in standard chemometric articles and
textbooks [2—4]. Fig. 3 shows an example of PCA. The separation in gas—liquid
chromatography is ensured by stationary phases (liquids bound to chromatographic
columns). These liquids have various separation abilities. Generally the polarity of

m m m
m — 1 — m
P’y P> P'a
X = + +..+ + E
n n t n to n t, n

Fig. 2. Schematic representation of principal component analysis. (X original input matrix is decom-
posed into sum of several matrices (E is the residua, i.e., the error matrix); each matrix is calculated

as outer product of two vectors. ¢, score; p, loading; p’, transpose of p; “a” is the number of princi-
pal components to be retained in the model.)
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- %

Fig. 3. Characterization of polarity (and selectivity) in gas chromatography. Principal component
analysis of eight different polarity parameters: DC, MR, Kc, and RP are polarity parameters; XB, YB,
XD, and XN are selectivity parameters. Notably, MR and RP carry exactly the same information
(R = 0.9999561); XB and YB show close resemblance. The original eight-dimensional problem can
be simplified into three dimensions without observable information loss.

stationary phases is used to characterize the separation. However, the polarity is not
a unique, well-defined characteristic. Different authors define it differently. Eight
polarity parameters are used to characterize the polarity of stationary phases [5]. The
information they carry is redundant. Which polarity parameter is similar to others
can be seen in the figure. Proximity of points means similarity: The closer a point,
the more similar its polarity parameter is. The four polarity parameters form a dense
cluster; the points for MR and RP are identical and XN is an outlier.

3.2. Cluster analysis (CA) [6, 7]

Two kinds of CA can be differentiated: hierarchical and nonhierarchical. Tree
clustering producing dendrograms is a good example for hierarchical clustering,
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whereas the k-nearest neighbor (kNN) method is for nonhierarchical ones. In fact,
cluster analyses incorporate different algorithms. The common feature in the clus-
tering algorithms is that they use distances for groupings (close objects form a
cluster). CA helps to organize observed data into meaningful structures, that is, to

MR 1
RP } 1

KC b

XB 1
vef— 1

XN b

0 1 2 3 4 5 6 7 8 9
Linkage distance

Fig. 4. Characterization of polarity (and selectivity) in gas chromatography. Cluster analysis of eight
polarity parameters (cf. Fig. 3) using Euclidian distance and simple linkage. The polarity (DC, MR,
Kc, RP) and selectivity (XB, YB, XD and XN) parameters are well distinguished. The close resem-
blance of MR and RP and to a lesser extent of XB and YB can also be seen.

DC 7

KC 7

XD 7

YB 7

XN 7

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100

Linkage distance

Fig. 5. Characterization of polarity (and selectivity) in gas chromatography. Cluster analysis of eight
polarity parameters (cf. Fig. 3) using city block (Manhattan) distance and Ward’s method.
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develop taxonomies. Similarly, the correct diagnosis of a group of symptoms such
as paranoia, schizophrenia, etc., is essential for successful therapy in the field of
psychiatry. As said, an X matrix can be considered as m points in an n-dimen-
sional space (column-wise) or r points in an m-dimensional one (row-wise).

Clustering algorithms differ from each other in how they define the distance
measure and the distances among groups. Several measures for distance exist,
e.g., Euclidian, Mahalanobis, city block (Manhattan), etc. Similarly, a number of
linkage (amalgamation) rules have been defined: simple linkage, complete link-
age, Ward’s method, etc.

As the distance measure can be combined with various linkage rules, the results
of CA are different; the unraveled pattern depends on the methods used. If all
techniques provide the same pattern, the clustering, the classification can be
accepted, otherwise it is not clear why the given linkage rule or distance measure
provides acceptable/explainable groupings. Except using Mahalanobis distance,
all clustering methods require standardization of data.

Figs. 4 and 5 embody CA results of exactly the same problem solved by PCA
and shown in Fig. 3.

The results change using other distance measure and different linkage rule.
Although the closeness of MR and RP and XB and YB remained, the polarity—
selectivity distinction suffers: XD got into the cluster of polarity parameters; XN is
not an outlier any more.

3.3. Multiple linear regression (MLR)

It is perhaps the most frequently applied chemometric method. One Y vector is
related to the X matrix. The implicit assumption in MLR is the uncorrelatedness
of variables (vectors of X). It works well with long and lean (portrait) matrices, if
the ratio of object exceeds at least five times the number of variables.

The basic regression equation to be solved is:

Y=Xb+e¢ (8)

where b is the vector of parameters to be fitted. Each b vector element
corresponds to a variable (column) in X. Variables that have b parameters not
significantly different from zero should be eliminated from the model (variable
selection). An estimation for b can be calculated by:

b=X"X)"!' XTy ©)

where the superscripts “T” and “—1” mean transpose and inverse of the matrix,
respectively.
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Fig. 6. Results of multiple linear regression for description of polarity in gas chromatography.
Predicted and measured McReynolds polarity values.

Several model-building techniques were elaborated: forward selection and
backward elimination, both in stepwise manner, all possible regressions, etc. [8].

Using the polarity example as mentioned earlier, it can be demonstrated
how the various polarity variables are related. The most frequently used McReynolds
polarity (MR) served as dependent variable. The following model can be built:

MR = 501.7 + 429.3 DC — 3601 XB
R = 0.9860; F(2,27) = 472.4; p = 0.0000; s = 157.6

where R is the multiple correlation coefficient, F is the overall Fisher statistic, p is
the significance of the equation, and s is the standard error of the estimate. (The
above example shows the standard way of providing regression results.)

Backward elimination procedure has kept X variables: DC and XB from among
six polarity variables. The remaining variables (YB, XN, XD, and Kc) are not
significant at the 5% level.

Fig. 6 shows a typical result of MLR. Dotted lines are the 95% confidence inter-
val for the regression line.

3.4. Linear discriminant analysis (LDA) and canonical correlation
analysis (CCA)

LDA allows us to classify samples with a priori hypothesis to find the variables
with the highest discriminant power. This analysis is used to determine whether
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the model (with all variables) leads to significant differences between the a priori
defined groups, and which variables have significantly different means across the
group. The selected variables are submitted to linear combinations to give rise to
discriminant canonical functions, whose number is equal to the number of groups
minus one (or equal the number of variables if it is smaller than the number of
groups minus one). The first function provides the most overall discrimination
between groups, the second provides the second most, and so on.

The discriminant power of the variables has been evaluated using Wilk’s A,
F (Fisher statistics), and p-level parameters. The Wilk’s A is computed as the ratio
of the determinant of the within-group variance/covariance matrix to the deter-
minant of the total variance/covariance matrix: Its values ranges from 1 (no dis-
criminatory power) to 0 (perfect discriminatory power).

LDA is perhaps the most frequently used supervised pattern recognition
technique. It is supervised, that is, the class membership has to be known for the
analysis. LDA, similarly to PCA, can be considered as a dimension reduction
method. For feature reduction, we need to determine a smaller dimension hyper-
plane on which the points will be projected from the higher dimension space.
While PCA selects a direction that retains maximal structure in a lower dimension
among the data, LDA selects a direction that achieves maximum separation among
the given classes. The latent variable obtained in this way is a linear combination
of the original variables. This function is called the canonical variate; its values
are the roots. In the method of LDA, a linear function of the variables is to be
sought, which maximizes the ratio of between-class variance and minimizes the
ratio of within-class variance. Finally, a percentage of correct classification is
given. A variant of this method is the stepwise discriminant analysis that permits
the variables with a major discriminant capacity to be selected. The description of
LDA algorithm can be found in refs. [6,9,10].

Description of the discriminant analysis modules of Statistica™ program
package [11]: A discrimination model will be built with the forward stepwise
(forward selection) module of discriminant analysis step by step. Specifically, at
each step the Statistica program will review all variables and evaluate which one
will contribute to the most of the discrimination between groups. This variable
will then be included into the model, and Statistica will proceed to the next step.
In the general discriminant analysis module, a significance limit (1 — «, say
95%) can be predefined. All variables that do not surpass the error limit
(a, say 5%) will be included in the model, and all variables that surpass it will
be eliminated.

Again, the earlier polarity example is utilized. The 30 stationary phases were
classified into three categories: slightly, moderately, and highly polar according to
variable “DC.” LDA procedure in forward selection mode has selected the follow-
ing variables: DC, YB, XN, MR, Kc, and XB at the 10% level. Only XD is not
informative besides the other five. (RP was excluded from the analysis as it is
highly correlated to MR.) Four stationary phases were classified into wrong groups
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Fig. 7. Classification of stationary phases in gas chromatography. Canonical variates are plotted
against each other. The misclassified stationary phases are marked with asterisks.

(misclassified). Considering that the classes were arbitrary and we used five
discriminating variables instead of one, the results are satisfactory. The canonical
variates show the discrimination of the classes. Stationary phase nos. 8, 9, 12, and
19 were misclassified (indicated with asterisks in Fig. 7).

3.5. Partial least squares projection of latent structures (PLS)

Partial least squares projection of latent structures (PLS) is a method for relating
the variations in one or several response variables (Y variables or dependent
variables) to the variations of several predictors (X variables), with explanatory or
predictive purposes [12-14]. PLS performs particularly well when the various
X variables express common information, i.e., when there is a large amount of
correlation or even collinearity among them. PLS is a bilinear method where
information in the original X data is projected onto a small number of underlying
(“latent”) variables to ensure that the first components are those that are most
relevant for predicting the Y variables. Interpretation of the relationship between
X data and Y data is then simplified, as this relationship is concentrated on the
smallest possible number of components [15].
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The partial least squares regression discriminant analysis (PLS DA) is a classifi-
cation method based on modeling the differences between several classes with PLS
[16-18]. If there are only two classes to separate, the PLS model uses one response
variable, which codes for class membership as follows: 1 for the members of
one class, O (or —1) for members of the other class (dummy variables) [18]. If there
are three classes (or more), three dummy variables (or more) are needed. From
the predicted Y values, we assigned the groups using the closest distance (maximum
probability) approach. The maximum predicted values were assigned to unity (to
the given class); smaller ones (all negative values) were assigned to zeros.

Again, the earlier polarity example is used for prediction of three dummy
variables composed of zeros and unities showing the class memberships. The 30
stationary phases were classified into three categories: slightly, moderately, and
highly polar according to DC. As PLS is not sensitive to collinearity of X vari-
ables, all variables were used including RP. Only XD is not informative besides
the other five. Again, as in the case of LDA, four stationary phases were misclas-
sified: stationary phase nos. 12, 13, 19, and 20, but they were different from the
earlier misclassified ones (Fig. 8).
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Fig. 8. Classification of stationary phases in gas chromatography. Partial least squares X scores are
plotted against each other, whereas three PLS components were retained. Dotted lines show the sep-
aration of slightly, moderately, and highly polar phases. The misclassified stationary phases are nos.
12, 13, 19, and 20 (cf. Fig. 7).
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The second X score expresses important features related to polarity: Stationary
phase nos. 2 and 16 exert hydrogen donating and accepting ability, which might
be important in many applications.

The misuse of chemometric methods is well summarized in ref. [19].

3.6. Classification and regression trees (CART)

Classification and regression tree (CART, eventually C&RT) is a tree-shaped
structure that represents a set of decisions. These decisions generate rules for the
classification of a data set. CART provides a set of rules that can be applied to a
new (unclassified) data set to predict which records will have a given outcome
[20,21]. It is easy to conjure up the image of a decision “tree” from such rules.
A hierarchy of questions is asked and the final decision that is made depends on
the answers to all the previous questions. Similarly, the relationship of a leaf to the
tree on which it grows can be described by the hierarchy of splits of branches
(starting from the trunk) leading to the last branch from which the leaf hangs. The
recursive, hierarchical nature of classification trees is one of their most basic
features; CART is also called recursive partitioning.

The final results of using tree methods for classification can be summarized
in a series of (usually few) logical if-then conditions (tree nodes). Therefore,

Slightly polar
---- Moderately polar 1 1
~~~~~~~~ Highly polar - :

19 11
DC<=5.6672
2 1 3 3
10 9
RP<=23.877
4 1 5 2

Fig. 9. Classification and regression trees using univariate split and prune on misclassification error.
Using two variables (DC and RP) better classification can be achieved than using LDA or PLS. From
among the three misclassified phases, one can only be seen at the first split.
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there is no implicit assumption that the underlying relationships between the pre-
dictor variables and the dependent variable are linear or follow some specific
nonlinear link function. The interpretation of results summarized in a tree is very
simple. This simplicity is useful for purposes of rapid classification of new
observations.

Unlike LDA, CART works well not only with numerical descriptors but also
with categorical descriptors.

The Statistica program package implements three basic algorithms for CART:
univariate split, linear combination split, and exhaustive search. Similarly, three
stopping options can be chosen: prune on misclassification error, prune on
deviance, and direct stop [11].

Fig. 9 shows the results of CART using univariate split and prune on misclas-
sification error. Apart from the trivial solution (the polarity was classified using
monotonous increase of DC), two variables (DC and RP) provide better
classification than using five variables in LDA or eight variables in PLS. Three
stationary phases were misclassified: nos. 11, 12, and 20. However, the CART
solution does not reflect the complexity of the problem.

3.7. Artificial neural networks (ANN) [22-24]

A bunch of different methods of artificial intelligence are grouped under the term
ANN. They can be used for pattern recognition both for supervised and unsupervised
manner and for prediction purposes. ANNs are among the best available fitting meth-
ods; they can be applied for highly complex and strongly nonlinear relationships.

Artificial neural networks consist of groups of interconnected processing ele-
ments called neurons. The neurons are organized in layers producing
“architecture.” The first layer is termed the input layer, and each of its neurons
receives information from outside (generally the independent variables are used as
inputs). The last layer is the output layer; the layers of neurons between the input
and output layers are called hidden layers. Input and output data (X and Y matri-
ces) are used to train the networks, e.g., change the weights for each connection;
sum of all inputs for individual neuron transfers the information using appropriate
transfer function (e.g., sigmoid, tangent hiperbolicus) and passes the results for-
ward. Feed-forward neural networks connect the neurons in the upward direction,
i.e., connections are not allowed among the neurons themselves (loops) and with-
in one layer; they are consecutive (i.e., no jumps are allowed between layers). The
weights are adjusted in such a way that the difference of measured and calculated
outputs should decrease. The error propagates backwards during the training of
feed-forward neural networks (80% of the ANN applications use back propagation
learning). Kohonen’s maps are self-organizing neural networks and have two lay-
ers only; they can unravel pattern in the data without using dependent variables
(unsupervised pattern recognition).
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Fig. 10. Artificial neural network architecture for prediction of the polarity of columns in GC (opti-
mized, but not fully optimal).

ANN is adaptive, i.e., it can learn from data and recognize dominant patterns.
ANN is able to generalize; however, it has serious drawbacks as well. As a black
box model, ANN can hardly be interpreted. It tends to overfit the data; it is not
applicable for extrapolation but just for interpolation. There is no guarantee that
a given architecture and training will find the global minimum. The selected
variables depend on the initial random weights used for training. Careful cross-
validation (CV) is needed to prove that the learned pattern is real and does not
contain idiosyncrasy from noise.

Fig. 10 shows the architecture for the well-known polarity example. There is no
need to use all variables to predict the grouping variable for polarity, except four vari-
ables (DC, MR, Kc, and RP). Selectivity parameters are not necessary for a proper
classification (stationary phase no. 21 was misclassified with two hidden neurons;
two phases (nos. 19 and 20) were misclassified with one hidden neuron). However,
one variable DC classifies the phases as slightly, moderately, and highly polar.

3.8. Some methods of variable selection
3.8.1. Genetic algorithms

GAs are implementations of various search paradigms inspired by natural
evolution. At a very general level, a GA may be any (chromosome-type) population-
based model that uses selection and recombination operators to generate new
sample points in a research space. Each input parameter (e.g., independent
variables) is uniquely associated with a chromosome gene. The first step is to
choose the size of chromosomes and to put in place an encoding scheme, uniquely
mapping combinations of model parameters of the same size with chromosomes.
The next step is to generate the initial populations of the chromosomes.
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Implementing genetic competition requires definition of a fitness function for the
chromosome population, e.g., R? (correlation coefficient) or RZ,, (correlation coef-
ficient for CV).

The GA starts with one or more current populations. The next population(s) is the
result of genetic manipulation of the chromosomes through recombination (exchange
of genes between chromosomes) and/or mutation (randomly replacing genes with
genes not present in the chromosome; its role is to restore lost genetic material). The
chromosomes are evaluated after each cycle using fitness function. Generation of
new populations is represented until a satisfactory solution is identified [24-26].

Leardi and Gonzalez have addressed the issue of the use of GAs for extraction
of the most relevant variables for PLS analysis. The critical point is summarized
in their paper: “. . . a variable/objects ratio equal to 5 has been found to be the crit-
ical point, beyond which using GA will be very dangerous™ [27].

The Moby digs software of Todeschini [28] applies the GA for variable selection
in a MLR algorithm. The variable pool consists of 2000 variables at maximum two
populations are allowed at a time. As a fitness function, RZ,, can be selected.

3.8.2. Generalized pairwise correlation method

The pairwise correlation method (PCM) [29,30] utilizes a portion of information
present in the data but overlooked till now. PCM selects from two independent vari-
ables (X, and X,) which one is superior, i.e., “correlates” better to the dependent
variable Y. Three vectors are defined: Y (dependent variable), X, and X, (inde-
pendent variables). The task is to choose the superior one from X, and X,. First, it
is assumed that both of the independent variables correlate positively with the
dependent variable Y. Other cases are discussed in refs. [29,30] exhaustively. All the
possible element pairs of the Y vector are considered that can occur when the
differences AX, for Y vs. X;, and AX, for Y vs. X, are determined. Only the signs of

the differences are taken into account. There will be m = (gj =n(n — 1)/2 point

pairs and differences AX, as well as AX,. The frequencies for the four possible dif-
ferent signs of AX, and AX, are arranged in a 2 X 2 contingency table. If both dif-
ferences are positive (and both are negative), the distinction cannot be made
between X, and X,. However, if the frequency value for opposite signs of differ-
ences for X is significantly greater, then X, is termed as superior, otherwise X,.
Whether the frequency value is significant or not, this can be determined using
suitable statistical tests: the Williams’ ¢-test as a parametric test and the
McNemar’s, the Chi-square and the conditional Fisher’s tests as nonparametric
statistical tests [29].

In its generalized form (GPCM), all possible independent variable pairs are com-
pared and the number of “superiority” is determined. The number of “superiority”
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Table 1

Results of generalized pairwise correlations for the polarity example: Dependent variables were
(a) MR and (b) XB

(a) RP Kc DC XD XN YB XB
No. of wins 6 4 4 2 1 1 0
No. of losses 0 1 1 3 3 4 6
No. of decisions 0 1 1 1 2 1 0
Rank ordering wins—losses 1 2 3 4 5 6 7
« (user) =0.05 « (emp.) 0 Crit. sum 11.4 12
(b) YB XD XN Kc MR RP DC
No. of wins 6 4 4 3 1 1 0
No. of losses 0 1 1 3 4 4 6
No. of decisions 0 1 1 0 1 1 0
Rank ordering wins—losses 1 2 3 4 5 6 7
« (user) =0.05 o (emp.) 0 Crit. sum 11.4 12

Conditional exact Fisher test as selection criterion and “ranking according to the number of wins
minus losses” were used in both cases. Bold numbers indicate the variables selected.

is termed as the number of wins: How many times a given X variable was “superior”
to the other X variables. The number of “inferiority” is termed as the number of
losses: How many times an X variable was “inferior” to the other X variables. The
number of wins is simply summed for all variable pair comparisons. Several
ranking methods, namely (i) simple ranking according to the number of wins,
(i1) ranking according to the differences in wins and losses, and (iii) probability
weighted ranking according to the differences in wins and losses, were elaborated
for GPCM [31,32].

GPCM needs an independent variable; then, it rank orders all the remaining
variables. If MR was used as supervisor, the next most similar variable to it is RP,
second next is Kc, and so on. (Table 1a). If XB were selected as supervisor, the next
most similar variable to it is YB, second next is XD, and so on (Table 1b). In both
cases, the polarity and selectivity parameters are well distinguished.

3.8.3. Other aspects of data analysis

In the exploratory phase of any data analysis it is expedient to calculate means,
standard deviation medians, skewness, and kurtosis of variables. They are impor-
tant indicators of the distribution of data. Box and Whisker plot using median
reveals easily the asymmetry in the distribution. If the number of data makes it
possible, it is worth to plot the histogram of each variable and test the normality
(Kolmogorov-Smirnov, Shapiro-Wilk’s test, etc.). If the number of variables is



Data evaluation by multivariate methods 161

18 T T T T T T T T T T

6rp-———""""""~"~"~"“~"~"~“"~“"~"~"~"~"~"~"~"~"—~———— =~ ]

4 7777777777 : - [ —
2 7777777777777777 —
N R

030 032 0.34 036 038 040 042 044 046 0.48
X < = Category Boundary

Fig. 11. Histogram for XN (Kolmogorov-Smirnov d = 0.18221, p > 0.20; Lilliefors p < 0.05;

Shapiro-Wilk W = 0.89464, p = 0.00623).
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small (<8-10), matrix plot can show strong patterns and outliers in the data imme-
diately. Similarly, calculating the correlation matrix is certainly useful. If the data
are not normally distributed, nonparametric alternatives of correlation coefficients
[32] should be used, such as Spearman p and Kendall 7. Fig. 11 shows that the
distribution of XN is far from being normal. Although the Kolmogorov-Smirnov
test is conservative, the two other tests indicate the nonnormal distribution equiv-
ocally, at the 5% level.

Correlation coefficient is applied most frequently to reveal relationships and
connections between variables. However, its use is seldom correct. Misuse and
abuse of correlation coefficient is well spread in all scientific fields. First of all, its
value without the degrees of freedom says nothing. Even r = 0.997 is not signifi-
cant at the 5% level if n = 3; in contrast, » = 0.300 is significant if n > 44 [33].
Large correlation coefficient does not mean causal relationships between the
variables necessarily. Two increasing series of numbers are always correlated.
Even zero correlation coefficient does not mean that there are no relationships
between the variables, but then it means that no linear relationship exists.
Clustering the data in two groups can provide high correlation coefficient with the
illusion of definite relationship.

3.8.4. Validation of model building techniques

The most frequently used technique for model validation is no doubt the CV.
It can be applied in several variants: leave-one-out (LOO), leave-multiple-out
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(leave-n-out) splitting the data set into training an test sets [34]. Unfortunately, there
is no agreed method how to split data set into training, calibration, and test sets.

There is a widespread perception among statisticians that CV is a poor method
of verifying the fit of a model. Especially, LOO method is damned. On the con-
trary, Miller recommends splitting the data into three sets: One is used for model
selection, the second one for parameter estimation (calibration), and the third one
for external validation (CV is a poor alternative instead) [35]. Tropsha and
Gramatica also support the view in insisting to the external validation [36].

The prediction error is estimated using CV almost unbiasedly in case no fea-
ture selection has been made. However, CV is heavily biased when the variables
are selected from a large number of variables. The indicators of the fit are decep-
tively overoptimistic in such cases [37].

A correct LOO cross-validation can be done by moving the delete-and-predict
step inside the subset search loop. In other words, we take the sample of size n,
remove one case, search for the best subset regression on the remaining n — 1
cases, and apply this subset regression to predict the holdout case. Repeat for each
of the cases in turn, getting a true holdout prediction for each of the cases. Use
these holdouts as a measure of the fit [38,39].

A fast and effective way is to estimate the performance of a fit by using gener-
ated matrices consisting of random numbers. The same number of variables should
be generated as was used in the modeling, prediction step for real measured data.
The same procedure should be followed as in the real case, variable selection,
model building, etc., and the indicators of the fit (correlation coefficients for the
training and prediction sets, prediction errors) should be compared with the same
values of the real case. If the random numbers indicate approximately the same fit
and/or prediction, the variables selected, the models built on real data are of little
value even if physical significance can be found for the parameters of the model.

4. Selected applications of chemometrics

There are numerous applications evaluating results of instrumental-analytical
methods (like mass spectrometry, NMR spectroscopy, chromatography, etc.)
using chemoinformatics. Combinations involving NMR spectroscopy and chro-
matography have many applications in the biomedical field. On the other hand,
although chemometric techniques have frequently been applied to analyze mass
spectral data, applications in the biomedical field are rare. Multivariate data analy-
sis has been applied to mass spectrometry [40], especially revealing relationships
of mass spectral data and chemical structure [41]. The state of the art for structure
elucidation can be found in critical reviews and evaluations [42, 43]. Even the
differentiation of stereoisomers can be solved using mass spectral data coupled
with chemometric data evaluation [44].
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Mass spectrometry and chemometric methods cover very diverse fields:
Different origin of enzymes can be disclosed with LC-MS and multivariate analy-
sis [45]. Pyrolysis mass spectrometry and chemometrics have been applied for
quality control of paints [46] and food analysis [47]. Olive oils can be classified by
analyzing volatile organic hydrocarbons (of benzene type) with headspace—mass
spectrometry and CA as well as PCA [48]. Differentiation and classification of
wines can similarly be solved with headspace—mass spectrometry using unsuper-
vised and supervised principal component analyses (SIMCA = soft independent
modeling of class analogy) [49]. Early prediction of wheat quality is possible using
mass spectrometry and multivariate data analysis [50].

Pyrolysis mass spectrometry and chemometrics have been coupled to analyze
the adulteration of orange juice quantitatively [51], to test the authenticity of
honey [52], and to discriminate the unfractionated plant extracts [53].

GC-MS coupled with chemometric techniques has been used to characterize
roasted coffees [54], to detect adulterants in olive oils [55], and to determine fatty
acids in fish oils [56]. GC-MS data have also been used in toxicology assessments
to reveal patterns in complex chemical mixtures with the help of multivariate
analyses [57,58].

Novel fast developing fields are metabonomics, metabolomics, proteomics,
and genomics (the “omics world”). The connection to chemometric methods can
easily be established without going into details and discussing their definition.
However, the utilization of mass spectral data is relatively rare in these fields:
More than 300 compounds can be distinguished with GC-MS after deconvolu-
tion of overlapping peaks [59]. Screening biomarkers in rat urine have been
solved using LC-MS data (electrospray ionization) and 2-way data analysis
[60]. The useful methods of chemoinformatics have been summarized in the
review [17].

Time of flight mass spectrometry has also provided data for chemometric
analyses, e.g., for PCA [61,62] and for trilinear (3-way) analysis [63].

The chemometric approach has been applied on diverse field of mass spectral data
evaluation: peak resolution and quantification [64], calibration [65], instrument
standardization [66], fast interpretation [67], and evaluation of rate constants [68].

Finally some sources are mentioned, which are not necessarily bound to mass
spectrometry, but they illustrate well the usefulness of chemometric methods in
medical diagnosis: multilevel component analysis of metabolomic fingerprinting
data [69], artificial neural network applications for the clinical diagnosis of tumors
[70,71], lipoprotein analysis [72], searching cardiovascular markers [73], differen-
tiation of heroin samples [74], and quantification of pollution levels by multiway
modeling [75]. Patients with low, normal, and high plasma cholesterol and statin
therapy level were classified using LDA: Variables (markers) with highest
discrimination power were selected [76]. The inherent accuracy of 'H-NMR
spectroscopy to quantify plasma lipoproteins is subclass dependent [77].
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Terms and terminology

“All possible regressions” is a model-building method, when all possible variable
combinations are examined in the model.

Backward elimination is a variable selection algorithm for multiple linear regres-
sion; it starts with all variables in the model and eliminates all nonsignificant
variables; see forward selection as well.

Calibration data set is a part of the data on which the estimation of model param-
eters is carried out.

Canonical variate is a linear combination of the original variables for the highest
discrimination power.

City block (Manhattan) distance equals the sum of absolute distances for each
variable.

Class membership information shows groups or clusters in the data.

Complete linkage defines the distance between clusters as the distance between
the two farthest objects.

Confidence intervals for the regression line are limits within the estimated regres-
sion line that can be found with a certain, say 95%, probability.

Cross-validation is the collective term for a bunch of validation techniques.

Dendrogram or branched diagram is a diagram showing the relationships of items
arranged like the branches of a tree.

Dimension reduction is generally achieved by combining the original variables in a
linear way (defining principal components) and not using all linear combinations.

Euclidian distance is computed by finding the square of the distance between each
variable, summing the squares, and finding the square root of the sum.

Fisher statistic, Fisher value: ratio of variances for two models to be compared.
It can be overall or partial F value. The overall Fisher statistic tests the entire
equation, whether all coefficients are significant in the model. The partial F
value is used to test whether the incriminated variable is significant in the
model.

Forward selection is a variable selection algorithm for multiple linear regression;
it starts with no variable in the model and introduces all significant variables;
see backward elimination as well.

Grouping variable (Y) shows whether a given object (statistical case) belongs to
a certain class (e.g., the code 0 means “ill” and the code “1” means healthy); it
is also called dummy variable.

Hierarchical clustering uses algorithms, which find successive clusters using
previously established clusters. Hierarchical algorithms can be agglomerative
(bottom—up) or divisive (top—down). Agglomerative algorithms begin with each
element as a separate cluster and merge them in successively larger clusters.

“Landscape” matrix is a short and fat matrix, i.e., matrices having (substantially)
more columns than rows.
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Latent variable is a linear combination of the original variables.

Linkage (amalgamation) rules differ from each other in how they define the dis-
tances between clusters.

Loading (P) matrix consists of linear coefficients for principal component analysis
(Equation 7).

Mahalanobis distance is based on correlations between variables by which differ-
ent patterns can be identified and analyzed. It differs from Euclidean distance in
that it takes into account the correlations of the data set and is scale-invariant,
i.e., not dependent on the scale of measurements.

Nonhierarchical or partitional clustering uses algorithms, which determine all
clusters at once.

Partial least squares projection of latent structures (PLS) is a method for relating
the variations in one or several response variables (Y variables or dependent
variables) to the variations of several predictors (X variables), with explanatory
or predictive purposes.

“Portrait” matrix is a long and lean matrix, i.e., matrices having (substantially)
more rows than columns.

Prediction set is an independent part of the data that serves to check the model
performance (also called test set).

p-level parameters: significance level parameters.

Principal components are linear combinations of the original variables.

Projection methods project the points into a smaller dimensional subspace.

Roots: values of the canonical variate; cf. scores and principal components.

Score (T ) matrix consists of linear combinations of the original variables (Equa-
tion 7).

Significance limit is a predefined probability: 1 — o, where « is the error limit.

Significance of an equation (p) is the limit (threshold) probability, where the equa-
tion is still significant.

Simple linkage defines the distance between clusters as the distance of the two
closest objects.

Stepwise linear regression is a variant of multiple linear regression in which vari-
ables are added one at a time according to the F test.

Supervised pattern recognition methods are the methods that use the class mem-
bership information while revealing dominant pattern in the data.

Taxonomy refers to either a classification of things or the principles underlying the
classification.

Training data set is a part of the data on which model building is carried out (also
called learning set).

Underlying components or principal components are linear combinations of the
original variables; it is also called latent variables.

Unsupervised pattern recognition methods are methods that do not use the class
membership information while searching dominant pattern in the data.
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Validation data set. See calibration data set.

Ward’s method takes into account the number of objects when defining distance
between clusters.

Wilk’s A is the standard statistic that is used to denote the statistical significance of
the discriminatory power of the current model.
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1. Introduction

In recent decades, rapidly expanding knowledge in molecular biology has provided
the biochemical framework for the functioning of all eukaryotic organisms. The
core principles of this framework are based on three fundamental classes of
molecules: nucleic acids, proteins, and metabolites. In a living organism a gene,
coded in the DNA, is transcribed into an RNA molecule. Through processing, the
noncoding regions of the RNA are removed and a messenger RNA, mRNA, is
spliced. Genes in the DNA are studied by genomics, whereas their expression in
the form of mRNA is explored by transcriptomics. The past 20 years witnessed the

*Tel.: +1-202-994-2717; Fax: +1-202-994-5873. E-mail: vertes @ gwu.edu.
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sequencing of the human genome [1,2]; thus, discovering the genetic basis of
certain diseases became feasible.

According to current estimates, there are approximately 25,000 genes in the
human genome. Owing to alternative splicing and other mechanisms, the tran-
scriptome of an organism is much more complex than the genome. As transcrip-
tion and processing are influenced by the condition of the organism, disease states
can be reflected in expression level changes in the transcriptome. Analysis of the
transcribed mRNAs is typically carried out using DNA microarrays.

The second group of molecules, proteins, is produced through the ribosome-
mediated translation of the mRNAs. Proteins serve as the general actors in
carrying out most cell functions from motility to mitosis. The nature and activity
of these functions are regulated by multitudes of posttranslational modifications,
e.g., by acetylation, phosphorylation, or ubiquitination, of the proteins. These
modifications emerge as the main regulators of protein functions. Proteomics, a
vigorously developing field, is the systemic study of all proteins produced by an
organism.

Owing to posttranslational modifications, there are many more proteins than
mRNAGs. It is estimated that approximately one million different proteins corre-
spond to the ~25,000 human genes. In addition, protein concentrations vary
greatly in space, time, and expression level. Therefore, it is not sufficient to ascer-
tain that a particular protein is present in the organism; the spatial and temporal
distributions of its concentration also have to be established. Spatial variations of
protein expression in an organism are traditionally imaged using quantitative
autoradiography and fluorescent labeling methods, including tagging with green
fluorescent protein. These approaches, however, require the development of
labels for every individual protein. Therefore, their utility for high-throughput
systemic studies is very limited.

Importantly, the proteome can change in response to a disease. The altered
expression levels can be used in diagnostics or form the basis of treatment
strategies. Conventional methods of expression profiling were largely based on
two-dimensional gel electrophoresis (2-DE). However, because of the limited
accuracy, resolution, and specificity of this method, positive protein identification
had to rely on additional forms of analysis. As a result of these complicating
factors, proteomics presents an even greater challenge than genomics.

Some of the common objectives in proteomics include identification of pro-
teins in a particular tissue or biological fluid (through peptide mapping, sequence
tags, de novo sequencing, etc.), secondary, tertiary, or quaternary structure analy-
sis of known proteins, function analysis through epitope mapping, quantitation of
protein expression levels, and imaging of their distributions. The main method
used for protein identification and quantitation in proteomics is mass spectrometry.
An introduction to the established methods of mass spectrometry in proteomics is
the subject of this chapter.
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Mass spectrometry is uniquely positioned among the large variety of analytical
techniques to achieve the outlined objectives [3]. Chapter 6 presents a thorough
introduction to the principles and instrumentation of mass spectrometry. Mass
spectrometric methods provide a better sensitivity, dynamics range, and selec-
tivity than nuclear magnetic resonance (NMR) techniques. Mass spectra are
more specific and less complex than many forms of optical spectroscopy and,
given the right ionization technique, they can provide structural information.
With the discovery of electrospray ionization [4] (ESI) and matrix-assisted laser
desorption/ionization [5,6] (MALDI) in the late 1980s, the ion sources with the
necessary capabilities (no high mass limit and adjustable amount of fragmenta-
tion) became available and the stage was set for the birth of proteomics. For their
respective role in developing these enabling technologies, John Fenn and Koichi
Tanaka received the 2002 Nobel Prize in Chemistry [7].

The third class of molecules, metabolites, is adiverse collection of typically smaller
species (<1500 Da) that participate in cellular energy production and in the synthesis
and degradation of macromolecules. The systematic study of the human metabolome
has started only recently. By early 2007 already over 2000 endogenous metabolites
have been identified, quantitated, and catalogued [8]. There is clearly a large diversity
for this class of molecules; for example, the number of different metabolites in the
plant kingdom is estimated to be ~200,000. In addition to the endogenous metabo-
lites, molecules introduced from the environment through nutrition or as drugs and
their degradation products are also present in living organisms. A simplified view of
the three major molecular classes, their hierarchy and interactions, and the corre-
sponding disciplines devoted to their study are presented in Fig. 1.

Most biomedical samples contain thousands of biochemical components and
thus are too complex even for mass spectrometry. Separation methods are needed to
reduce this complexity by selecting smaller groups of components from the origi-
nal specimens (see Chapter 5). The most commonly used separation methods in pro-
teomics are affinity chromatography with its high selectivity, multidimensional
techniques, such as 2-DE, and the combination of ion exchange (IEX) and high-
performance liquid chromatography (HPLC). More recently, ion mobility spec-
trometry was used to separate the polypeptide components before mass analysis.

These separation methods and especially their combinations with mass spectrom-
etry are capable of producing data in large volumes. Curated archiving and interpre-
tation of these data require sophisticated computational resources. Bioinformatics
aims to manage and mine the rapidly growing information from genomic, prote-
omic, and metabolomic investigations including the discovery of reaction networks
(see Chapter 10). There are numerous bioinformatics databases and tools available
on the Internet (e.g., http://www.ncbi.nlm.nih.gov/, http://www.expasy.ch/, and
http://prospector.ucsf.edu/) and from commercial sources. The leading mass spec-
trometer manufacturers integrate their data acquisition systems with these tools to
provide comprehensive solutions for proteomics research.
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Fig. 1. Fundamental molecular classes in eukaryotic organisms and their interactions. Subdisciplines
devoted to studying particular classes are shown on the perimeter. Genomics gives an unprecedented
glimpse into the DNA-based molecular design of life. Proteomics studies the translated and modified
proteins, the main actors of cellular processes, and metabolomics tracks the dynamic changes in the
makeup of small molecules brought about by inherent and environmental conditions. Ultimately, all
the molecular constituents, their interactions, and the knowledge of the entire reaction network are
needed to understand the basic processes in physiology.

2. Methods in proteomics

A common task in proteomic analysis is to identify a subset of proteins in a bio-
medical sample. In principle, this can be accomplished through two different
routes. The first, and most common, approach is to break down the proteins into
peptide segments of manageable size through enzymatic digestion and analyze
these building blocks using mass spectrometry. This is the so-called bottom-up
approach. The other, less common, method that relies on the analysis of intact pro-
teins is the top-down approach. The top-down strategy requires high-performance
mass spectrometers (e.g., ion cyclotron resonance, ICR, or orbitrap systems; see
Chapter 6) with exceptional mass resolution and accuracy in combination with
powerful fragmentation techniques (such as electron capture dissociation, ECD) to
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enable sequence readout. In the following sections we briefly review the methods
used in the bottom-up and top-down approaches.

2.1. Peptide mapping

Peptide mapping takes advantage of the accurate mass measurement of unique
protein fragments produced by highly specific enzymatic digestion. Typically,
trypsin is used due to its high fidelity in producing peptides in the size range
most efficient for protein identification (400 < m/z < 5000). This range corre-
sponds to ~4—-45 amino acid residues; thus, the corresponding peptides exhibit
sufficient specificity. It also coincides with the m/z range where some common
mass analyzers (e.g., quadrupoles or ion traps) show their best performance.

Accurate mass measurement of the resulting peptides produces a set of m/z
values that can be compared against a database of protein fragment masses
[9,10]. These fragment databases are produced by the in silico digestion of all the
entries in large protein databases. Several fragment databases are available
online with the necessary searching tools. For example, as of January 9, 2007, the
SwissProt protein database contained 252,616 entries. Their in silico digestion
using trypsin with a single missed cleavage allowed the production of 10,225,094
peptides [11]. The search algorithm finds the proteins with enzymatic fragments
in this database that match the measured peptide masses within a predefined tol-
erance. Usually there are multiple possible matches and a review is required to
further narrow the set and ultimately identify the unknown protein.

The efficiency of identification greatly depends on the performance of the mass
spectrometer. Most notably, the mass accuracy of the instrument, usually deter-
mined by studying standards, has a dramatic effect. Clearly, the more accurate the
measured masses are the narrower is the set of proteins that produce fragments
with masses within the tolerance. The number of peptides identified is correlated
with the amino acid residue coverage of the original protein.

We demonstrate the mechanics of peptide mapping using the example of
the a-chain of human hemoglobin. This protein is composed of 141 residues:
VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHEFDLS
HGSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLRVDPVNFKLLS
HCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR. Unfragmented, it appears
in the MALDI mass spectrum as a protonated ion with a molecular weight of
15,126.5 Da. This single number is clearly not specific enough to identify the
protein. There are many other proteins with the same m/z, e.g., the ones with any
permutation of the residues. Tryptic digestion with no missed cleavages produces
characteristic fragments in the 400 < m/z < 5000 range. Table 1 shows these
fragments, their location in the original protein molecule, and the corresponding
calculated monoisotopic and average masses.



178 A. Vertes

Table 1

Monoisotopic (mi) and average (av) peptide masses from tryptic digestion of human hemoglobin
a chain [11]

m/z (mi) mlz (av) Start Sequence End
461.2718 461.5416 8 TNVK 11
532.2878 532.6235 12 AAWGK 16
729.4141 729.8564 1 VLSPADK 7
818.4407 818.9537 93 VDPVNFK 99
1071.5543 1072.3195 32 MFLSFPTTK 40
1252.7147 1253.4903 128 FLASVSTVLTSK 139
1529.7343 1530.6470 17 VGAHAGEYGAEALER 31
1833.8919 1835.0415 41 TYFPHFDLSHGSAQVK 56
2996.4894 2998.3651 62 VADALTNAVAHVDDMPNALSALSDLHAHK 90
3038.6496 3040.6206 100 LLSHCLLVTLAAHLPAEFTPAVHASLDK 127

In our first example we use a low-performance mass spectrometer. Assuming
that five peptides (m/z 729.86, 8§18.95, 1072.32, 1253.49, and 1530.65) appear in
the mass spectrum (e.g., as commonly observed, due to the ion-suppression
effect we do not detect all tryptic peptides), the average masses are determined
with 2000 ppm mass accuracy, and the search in the SwissProt database is
restricted to the proteins of Homo sapiens, the MS-Fit searching tool of Protein
Prospector [11] finds 114 entries that are more or less consistent with this data.
The relevant section of the mass spectrum is shown in Fig. 2. Note that in this
example no impurities complicate the spectrum.

100

) 729.86
80 1072.32
g 818.95

1530.65

1253.49

Intensity

o+—————dtrr
500 1000 1500 2000
m/z
Fig. 2. Five fragment masses determined from the mass spectrum of the mock unknown protein
(human hemoglobin « chain) tryptic digest form the basis of peptide mapping. The mass-to-charge
ratio is labeled m/z on the horizontal axis.
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The top-ranked hit is human hemoglobin « subunit with all five masses
matched, but with only 35.5% coverage (in light gray below).

1 VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTK TYFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMPNAL
81 SALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR

The other proteins on the list showed fewer number of matching peptides or lower
degree of coverage.

There are several ways to increase the fidelity of protein identification. Chief
among them are to use better performing instrumentation [12] (nowadays a typical
high-performance mass spectrometer can achieve ~5—10 ppm mass accuracy) and
to identify more peptides. Improving the mass accuracy to 50 ppm for the same
set of m/z values does not increase the coverage, but it reduces the number of hits
from 114 to a single one, human hemoglobin a subunit.

Increasing the number of peptides used in the search to 10 (m/z 461.54, 532.62,
729.86, 818.95, 1072.32, 1253.49, 1530.65, 1835.04, 2998.37, and 3040.62) with-
out improving mass accuracy (keeping it at 2000 ppm) actually increases the
number of hits in the search to 1151, but the coverage of the top scoring human
hemoglobin a subunit increases to 93.6%.

1 VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMPNAL
81 SALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR

Enhanced mass accuracy (50 ppm) for this set of peptides reduces the number
of hits to one, the human hemoglobin « subunit, with 93.6% coverage. Thus, the
right sample preparation and ionization method in combination with species
information and reasonable instrument performance enabled us to identify a single
protein in a database of over 250,000 entries.

2.2. Peptide fragmentation

Peptide mapping does not require any knowledge about the primary structure of the
protein or of its fragments. Owing to peptide fragmentation, however, parts of the
primary structure might become known from the mass spectra. The spontaneous
fragmentation of peptides is relatively slow; it mostly takes place in the postsource
region of the mass spectrometer. In time-of-flight instruments equipped with an
ion reflector, the ions produced by postsource decay (PSD) become observable
in the mass spectrum at appropriate reflector voltage settings. This gives rise to
peptide-sequencing capabilities [13].

More energetic ionization methods (in-source decay, ISD) or collisions with
inert (collision-activated dissociation, CAD, also known as collision-induced



180 A. Vertes

dissociation, CID) or reacting species (ECD and electron transfer dissociation,
ETD) also produce structural data. In these techniques, fragmentation of the
peptide backbone is induced through increasing the internal energy of the ions
(ISD and CAD) or through ion chemistry (ECD and ETD). Thus, the presence of
particular fragments in the spectrum is the function of the different ionization
methods, e.g., MALDI and ESI, and more recently desorption/ionization on sili-
con [14] (DIOS) and laser-induced silicon microcolumn arrays [15] (LISMA) as
well as instrument types (TOF, ion trap, ICR, etc.). There is more control over
fragmentation patterns in tandem mass spectrometers (e.g., MS/MS and MS"),
where the primary ion internal energy can be adjusted by, for example, CAD.

Depending on the actual bond that breaks in the peptide backbone (C—C, C—N,
or N-C) and on the partitioning of the charge on the resulting fragments (amino or
carboxyl side fragment), there are six major fragment types. Their nomenclature
for a pentapeptide is shown below.
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Other less common fragmentation pathways, e.g., resulting in internal fragments
or neutral loss ions, are not discussed here. As an example we can look at the neu-
ropeptide leucine enkephalin, which has a sequence of YGGFL and a protonated
monoisotopic mass of m/z 556.28. The fragmentation of this ion in a collision cell
through CAD might produce a tandem mass spectrum similar to the one in Fig. 3.
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Fig. 3. Fragmentation of the protonated leucine enkephalin molecular ion via CAD in a tandem mass
spectrometer.
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Table 2
Monoisotopic masses of major fragment ions for leucine enkephalin

N-terminal ions C-terminal ions
N 1 2 3 4 N 4 3 2 1
a, 136.08  193.10 250.12  397.19 X, 419.19  362.17  305.15 158.08
b, - 221.09 278.11  425.18 Vu 393.21 336.19  279.17 132.10
¢, - 238.12 205.14 44221 zZ, 377.19  320.17  263.15 116.08

In this simplified case the identity of amino acid residues in the peptide can
be inferred from the mass differences of successive peaks by comparing them
with the known masses of the amino acids. In real-world samples, the presence of
other ions and the absence of certain fragments make this task fairly com-
plex. Comparison of the measured m/z values in the spectrum with the calculated
fragment masses in Table 2 enables the assignment of the peaks.

In addition to a, and the molecular ion, parts of the b, and y, series are present
in Fig. 3. The sequence can be read as YGGFL. Note that the y series reads the
sequence from right to left, whereas the b series reports it from left to right.
Coincidentally, the mass difference between b, and b; and between y, and y iden-
tify the same residue.

Changing the internal energy of the ions through CAD can reveal more about
the primary structure. This can be induced by changing the collision energy of
the primary ions or by changing the collision gas pressure in the tandem mass
spectrometer [16]. With the emergence of new laser desorption/ionization
platforms based on nanostructured silicon, simpler instrumentation can also
yield similar data. Fig. 4 shows the spectrum of a vasodilator peptide,
bradykinin (RPPGFSPFR), as a function of relative laser intensity. At low laser
power the molecular ion dominates the spectrum. This can be advantageous in
complex mixtures, where the molecular weights of the different components can
be identified. Increasing the laser power from 95 to 145 relative value resulted
in enhanced structure-specific fragmentation. Although the entire primary struc-
ture cannot be inferred from this spectrum, the identity of the N-terminal
residues is revealed.

Even in the case of unmodified residues, entire peptide sequences are rarely
revealed by fragment spectra induced by CAD. The task is even more complex
when posttranslational modifications are present. Phosphorylation, for example, is
prevalent due to its role in signal transduction and in the regulation of protein
function. In eukaryotic cells, as much as 30% of the proteins can be phosphory-
lated. Histone protein functions are believed to be regulated by acetylation,
phosphorylation, methylation, and ubiquitination. These modifications play an
important part in fundamental biological functions, e.g., gene silencing. Identifying
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Fig. 4. Laser desorption/ionization of 1 pmol of bradykinin from a LISMA surface produces increas-
ing amount of structure-specific fragmentation as the relative laser power increases.

the modified residues by mass spectrometry requires comprehensive fragmentation
of the protein domains of interest [17].

2.3. Sequence tags

Although comprehensive sequence information on protein domains is not avail-
able on most instruments, shorter segments are often revealed by PSD, CAD, or
other techniques. The concept of a sequence tag is based on using the partial
sequence of a peptide digestion product, usually composed of a few residues, in
combination with the masses of the adjoining N- and C-terminal fragments to effi-
ciently search protein databases for the identity of unknown proteins [18,19].

For example, let us assume that we find three b series fragment ions, m/z 908.4,
1021.5, and 1108.5 in the CAD spectrum from the tryptic digest of the human
hemoglobin « subunit that belong to the peptide parent ion with m/z 1833.9 (see
Fig. 5). This is the peptide between residues 41 and 56 in Table 1.

The mass differences in the b series reveal the presence of L/I followed by S in
the sequence. This information is sufficient to attempt a sequence tag search.
Searching the SwissProt database for H. sapiens proteins by entering m/z 1833.9
for the parent ion and 1108.5, 1021.5, and 908.4 for the b series fragments in the
MS-Seq searching tool of Protein Prospector [11] turns up a single protein, human
hemoglobin « subunit with primary accession number P69905.
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Fig. 5. MS/MS mass spectrum reveals the partial sequence of a tryptic peptide from the human
hemoglobin « subunit. This information is sufficient to successfully perform a sequence tag search
and identify the protein. L/I stands for leucine or isoleucine, whereas X,, and X, denote unknown
sequences.

The initial 252,616 entries in the database are reduced to 1328 by the parent
mass filter. Using the three fragment masses the number of matching proteins for
all species is 80. At this point, all the hits are related to the hemoglobin a subunit.
Introducing the information on the species produces a single hit. Note, however,
that the sequence coverage of the protein is only 11.3%. This limitation curtails
the value of sequence tag identifications in the presence of multiple posttransla-
tional modifications.

2.4. De novo sequencing

We have seen powerful methods to identify proteins in a sample based on mass
spectra and information from large protein databases. These strategies require that
the protein of interest exists in the database. Protein databases contain information
that was originally produced by traditional Edman sequencing or by meticulous
mass spectrometric methods commonly known as de novo sequencing. These
approaches are necessary if the protein of interest is undescribed or substantially
modified. Although both Edman degradation and tandem mass spectrometry can
provide sequences with acceptable accuracy, recently mass spectrometry seems to
have come out on top due to its dramatically higher throughput and better sensitivity.

There are two major approaches to de novo sequencing by mass spectrometry.
The first one is based on a number of empirical rules obtained by observing typi-
cal peptide fragmentation schemes [20]. Current versions of this approach rely on
computerized expert systems that are built on the dozens of empirical rules and
factors. These include general observations on the prevalence of certain fragments
in spectra produced by the used fragmentation methods and in typical instruments.
For example, CAD is known to produce predominantly y- and b-type ions. There
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are other rules related to neutral losses and relative intensities of spectral features,
and on determining the presence of certain amino acid residues based on immonium
ions formed by the combination of a- and y-type cleavages.

Furthermore, it is imperative to recognize the ambiguities resulting from iden-
tical or indistinguishable masses (isobars). Common examples are leucine and
isoleucine or lysine and glutamine with only 0.0364 Da mass difference for the
latter. Similar problems arise when dipeptide masses are isobaric with single
amino acids or with other dipeptides. These challenges can only be resolved by
using instrumentation of sufficiently high mass accuracy or by residue-specific
chemical derivatization. The expert systems can successfully call sequences of
over 10 residues, including posttranslational modifications.

The other approach to de novo sequencing is based on a systematic treatment
of tandem mass spectrometric data and database search. An excellent description
of these methods is available in Chapter 9; thus, we refrain from the detailed dis-
cussion here.

As the exploration of the human proteome advances from better known proteins
to more and more obscure ones, the significance of de novo sequencing as the pri-
mary source of information is likely to grow. Similarly, the identification of splice
variants, mutations, and modifications calls for increasing number of de novo
investigations.

2.5. Electron capture and electron transfer dissociations

As we pointed out in Section 2.2, the y and b series ions induced by CAD, or other
methods of gradually producing elevated internal energy, rarely reveal even the
majority of the residues. For example, only ~25% of the 76-residue ubiquitin
sequence can be identified through CAD. This incomplete information leaves the
primary structure unresolved.

The problem with gradually energizing these polypeptide ions seems to be the
rapid redistribution of internal energy, which leads to the preferential breakage of
a low number of the weakest bonds. After several years of searching for a method
to produce more complete fragmentation, great improvement was achieved by
reacting low-energy electrons and the multiply charged peptide ions, [M + nH]"*,
produced by ESI [21]. This method, termed electron capture dissociation (ECD),
produced a radical cation, [M + nH]” D**, that in turn rapidly dissociated into
¢ and z series ions with the degree of fragmentation approaching 80% and without
preference to bond strength [22]. An alternative fragmentation pathway can also
produce a- and y-type ions. Not only the fragments in ECD provide higher cover-
age than CAD but also the information in the two methods is complementary.
Thus, a mass spectrometric method to sequence large peptides and small proteins in
their entirety became feasible. This also presented a realistic approach to top-down
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proteomics, i.e., to the analysis of intact protein components without enzymatic
cleavage.

A comparison of the fragments produced by CAD and ECD shows the advan-
tages of the latter in phosphopeptide analysis. Quadruply charged molecular ions
of a 28-mer phosphopeptide, atrial natriuretic peptide substrate (ANPS),
SLRRSpSCFGGRIDRIGAQSGLGCNSFRY, were fragmented by the two methods
[23]. The resulting patterns showed incomplete fragmentation (20 of the 27 pep-
tide bonds) for CAD with significant loss of the phosphorylation site information.
The corresponding ECD spectrum showed complete sequence coverage and the
location of the phosphorylation site (see Fig. 6).

ETD takes the concept of ECD to the next level [24]. Owing to the conditions
required to trap the thermalized electrons that produce ECD, it can only be per-
formed in ICR mass spectrometers. These systems are large and expensive;
thus, this technical requirement limits the availability of ECD to a relatively
small number of laboratories. To make the benefits of ECD available on more
common instrumentation (e.g., ion traps), heavier electron-donating agents, i.e.,
low electron affinity anions are needed that can be trapped together with the
peptide ions. Anthracene [24] and fluoranthene [17] radical anions as ETD
agents were shown to generate primarily c- and z-type ions from multiply
charged large peptide, phosphopeptide, and small protein species. Like ECD,
ETD produces close to complete fragmentation and thus enables the elucidation
of primary structures.
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Fig. 6. Comparison of fragmentation patterns for a 28-mer phosphopeptide. In the top pattern pro-
duced by CAD, incomplete backbone fragmentation and extensive phosphate loss (denoted by —P)
can be observed. Numbers indicate the charge carried by a particular fragment. Complete sequence
readout and identification of the phosphorylation site are straightforward for ECD (bottom pattern).
(Reprinted with permission from: Shi, S.D.H., Hemling, M.E., Carr, S.A., Horn, D.M., Lindh, I. and
McLafferty, EW., Anal. Chem., 73, 19-22 (2001). Copyright 2001. American Chemical Society.)
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A fascinating application of ETD is the analysis of posttranslational modifica-
tions on the H3.1 histone tail [17]. Histones are proteins found in chromatin and
serve as the core for DNA coils. It is hypothesized that particular combinations of
posttranslational modifications, e.g., acetylation, methylation, and phosphoryla-
tion, on the histone tail at the amino terminus, form a code that is directly involved
in gene regulation [25]. A 50-mer peptide from the amino terminus of H3.1 was
isolated from human cells and subjected to ETD by fluoranthene anions in an ion-
trap mass spectrometer. To reduce the charge state of the produced fragments,
proton-transfer reactions were performed by benzoic acid anions. The resulting
mass spectra showed a unique pattern of methylation sites that showed systematic
variations during chromatographic separation. Correlating these modifications
with gene expression data is instrumental in understanding the role of histone
modifications in gene regulation.

2.6. Quantitative proteomics

Unlike nucleic acids, proteins in an organism are present at very different concen-
tration levels. Thus, it is not sufficient to demonstrate that a particular protein is
present; we also need to know its concentration. From the high-concentration
globulins in blood to the low-copy-number proteins that are represented by only a
few molecules per cell, there is an enormous dynamic range. This presents a
challenge to the utilized analytical methods because of the potential interferences,
especially when quantitating the proteins at low concentration. For example, the
high-abundance proteins can compete in the ionization process and suppress
the ion formation from the low-level species. This ion suppression effect is quite
common in MALDI and ESI ion sources.

Common approaches to minimize these problems include extensive separation
before mass spectrometric analysis. Typical separation protocols consist of an
orthogonal combination of affinity chromatography, 2-DE, IEX, HPLC, and ion
mobility techniques. If these steps can reduce the sample complexity to a single
component, the signal from the separation method (e.g., chromatographic peak
area) can be used for quantitation. Frequently this is not achievable or verifiable.
Relative quantitation in these instances can be performed by stable isotope labeling
methods.

A common example of relative quantitation is used in comparative pro-
teomics. For example, to uncover the differences in protein makeup and concen-
tration levels between the healthy state and a particular disease (e.g., protein
expression in normal vs. HIV-infected cells [26]), stable isotope labeling can be
applied to one or the other. A frequently used variant of this approach is the iso-
tope-coded affinity tag (ICAT) method [27]. Fig. 7 shows how an ICAT reagent
is used to tag the cysteine residues of a peptide, human insulin chain B in this
example. First, the reactive end of the ICAT reagent covalently attaches to the
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Fig. 7. Cysteine residues of human hemoglobin chain B are tagged with ICAT reagent. The coding
of the linker, X, can be hydrogen (d-ICAT) for the normal sample and deuterium (dg-ICAT) for the
diseased sample.

cysteine residues through thiol chemistry. One form of the reagent, d-ICAT with
no deuterium atoms, can be used to label the sample from the healthy source,
whereas the other, dg-ICAT with eight hydrogens in the linker replaced by deu-
terium, can designate the diseased sample. As a result the tagged peptides in the
healthy and the diseased samples will exhibit a mass difference of 8 or its multi-
ples depending on the number Cys residues. In the next step the two samples are
combined and the biotin end of the ICAT reagent is used to separate the tagged
peptides through affinity capture with avidin. This results in significantly
reduced sample complexity.

The mass spectrum of the captured mixture exhibits the peptide peaks as dou-
blets with a mass shift of 8 or, in case of multiple cysteine residues, its multiples
between the normal and the diseased sample. The abundance ratios of these dou-
blets characterize the relative quantity of a particular protein in the two samples.
As both the d;- and the dg-tagged components are in the same matrix and differ
only in isotope composition, the relative peak intensities are a true reflection of the
protein level changes in disease. The ICAT method is limited to cysteine-containing
proteins, but other tagging protocols (e.g., through proteolytic 80 labeling) are
being developed to eliminate this restriction [28].

2.7. Higher order structures

The efficiency of mass spectrometric methods in determining primary protein
structure naturally leads to the question of their utility to characterize secondary,
tertiary, and quaternary structures as well as the formation of noncovalent com-
plexes. The success of mass spectrometry in approaching these problems is more
limited. For example, there are some legitimate questions about the correspondence
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of these structures between the native solution state and their ionized form in the
gas phase. Are there significant structure changes as the molecule is ionized? How
does the structure change when the molecule loses its solvation shell during
volatilization?

It was noticed in the early 1990s that conformation changes, for example, due
to pH changes, resulted in altered charge-state distributions in ESI spectra [29].
Although there are literature reports on successful deconvolution of these charge
distributions to assess the relative weight of coexisting conformations (both
secondary and tertiary structures) [30], the method is far from being routinely
applicable. This approach hinges on the differences in the available protonation
sites in a multiply charged ion in its folded and stretched conformations. When the
molecule is folded, only the protonation sites exposed on its surface are accessi-
ble, whereas in its stretched conformation, at least in principle, all amenable sites
should be ionized. Thus, unfolding of the molecule is reflected in a charge state
distribution shifted to lower m/z values. Under limited conditions, folding and
unfolding kinetics can also be followed measuring the time dependence of charge
state distributions following a chemical perturbation (e.g., pH change) of the
system.

Another method to study higher order protein structure is hydrogen—deuterium
exchange [31]. When a protein molecule is dissolved in deuterium oxide, D,O
(“heavy water”), deuterium atoms start to exchange their accessible hydrogens. The
resulting mass difference in the mass spectrum of the protein and its digestion prod-
ucts can reveal which part of the folded protein is accessible for the D,O molecules.

Carbon-bound hydrogens do not exchange, whereas the exchange on the side
chains of certain residues (e.g., Arg, Asn, Cys, and Trp) is very fast, essentially
immediate on the timescale of the experiment. The exchange rate of amide hydro-
gens on the peptide backbone is between the two extremes and can be used to
explore protein structure. The exchange rates of these amide hydrogens also
depend on the pH and the temperature, so adjusting these parameters gives addi-
tional control. A typical experiment starts with exchanging the solvent to D,O at
pH 7.0 and at room temperature. This initiates the exchange of accessible amide
hydrogens at the surface of the protein to deuterium. Changing the pH to 2.5 and
the temperature to 0°C arrests the exchange process and gives enough time to per-
form enzymatic digestion (typically with pepsin) followed by HPLC separation
and mass spectrometry. A complicating factor is back exchange that can replace
the deuterium already in the peptide fragments with hydrogen. This effect can be
estimated and the results corrected for it.

The hydrogen—deuterium exchange method can be used to study secondary, ter-
tiary, and even quaternary structures. Amide hydrogens in the hydrophobic core of
the protein or at the interface of attached subunits are less accessible for the
exchange reaction. Studying the kinetics of the exchange can reveal unfolding
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dynamics and the association of partners in noncovalent complexes. The advantages
of mass spectrometry over competing techniques used in combination with hydrogen—
deuterium exchange (e.g., NMR) are the very low amount of protein required
(~1 nmol) and the ability to tackle very large proteins including an entire 2.5 MDa
ribosome and its subunits [32]. In addition, protein mixtures can also be studied with
mass spectrometry.

Molecular recognition and noncovalent complexes are at the core of reaction
networks in biology. Molecular complexes are often associated with the prolif-
eration of disease (see, for example, the Tax-associated complexes in human
T-cell leukemia type 1, HTLV-1 [33]). Along with other competing techniques
(e.g., surface plasmon resonance), mass spectrometry can be successfully used
to detect noncovalent complex formation. The corresponding ions can be pres-
ent in both MALDI [34] and ESI [35] spectra, although the latter is used more
often. A wide variety of protein—protein interactions as well as protein interac-
tions with other species (nucleotides, carbohydrates, etc.) have been studied.
The spectra can reveal the components of the complex and in some cases the
association constant.

2.8. Mapping protein function

From the biomedical perspective, structural and kinetic studies are incomplete
without determining the function of the protein. In the discussion of posttransla-
tional modifications and noncovalent complexes, we have already indicated their
important role in regulating the role a protein plays. In addition to biological func-
tion, protein-based drug and vaccine design also requires the elucidation of their
mechanism of action. From heart disease to cancer, there are many examples in
this volume showing the variety of implicated proteins [36]. Conversely, structural
discrepancies in proteins are shown to result in disease states.

An interesting example of using mass spectrometry to unravel protein function
is epitope mapping. In broad terms, an epitope is the binding site on the surface of
a protein that attaches to another molecule; for example, to a monoclonal antibody.
There are two general strategies to identify the epitope. In the first one the protein
is attached to the antibody. Then, proteolytic digestion is performed that removes
the nonattached parts of the protein. Mass spectrometric analysis of the removed
fragments and the segment retained on the antibody can reveal the epitope. In the
second strategy, the studied protein is digested first and the resulting mixture is
affinity separated by the monoclonal antibody. The protein fragment that contains
the epitope is preferentially captured [37].

Even if the participating protein segments are discontinuous, epitopes can also
be identified by hydrogen—deuterium exchange. The components of the noncova-
lent complex are deuterated in D,O environment and allowed to react. When the
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solvent is changed to water, the amide deuterium atoms on the exposed surface of
the formed complex are exchanged with hydrogen. The epitope region, however, is
not affected because it is not exposed. Displacing the protein from the complex fol-
lowed by pepsin digestion produces peptides that are deuterated at the epitope. The
resulting mass differences can be detected by MALDI mass spectrometry [38].

Although epitope mapping can contribute an important piece of the puzzle,
identifying protein function requires a more complex approach. The available sub-
set of genetic, X-ray diffraction, NMR, and mass spectrometric data has to be con-
sidered in its entirety to shed light on the function of newly discovered proteins [39].
Often similarity searches in genomic and proteomic databases can provide an ini-
tial hypothesis based on homology with proteins of known function. For example,
proteomic analysis of the Torpedo californica electric organ, a large-scale model
for the neuromuscular junction, identified 11 human open reading frames coding
for proteins of unknown function [40]. When similarity is not found, high-
resolution structures (X-ray and NMR data) as well as mass spectrometric study of
noncovalent complexes can be used to identify active sites and infer the possible
functions of the protein.

3. Outlook

In the past few years we have witnessed the explosive growth in the field of
proteomics. During this period, proteomics has captured the attention of academia,
government, and industry alike. At the universities, new courses are being intro-
duced to teach the related technologies and applications for the emerging genera-
tion of biomedical professionals. Government funding in developed countries is
increasingly available in the proteomics field. The landscape of mass spectrometer
manufacturing has been reordered by the technological demands of proteomics;
reagent, diagnostic, and pharmaceutical vendors gear up to take advantage of the
new market opportunities.

This dramatic new focus was already clearly discernable from the presentations
at the 2002 symposium organized by the U.S. National Academies, Defining the
Mandate of Proteomics in the Post-Genomics Era as well as from the launching
of three dedicated journals, Journal of Proteome Research, Molecular and
Cellular Proteomics, and Proteomics. Learning from the lessons of the Human
Genome Project, it was clear from the outset that international efforts had to be
coordinated. In 2001 an international consortium, the Human Proteome
Organization (HUPO), was launched to facilitate several initiatives, including
projects related to the proteomes of the liver, brain, and plasma, to the develop-
ment of proteomics standards, and to mouse models of human disease [41].

Despite its short history, the field of proteomics has already started to differen-
tiate. Beyond the basic distinction between methods, including instrumentation and
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bioinformatics, and applications to biomedical problems of interest, more or less
coherent subfields are beginning to appear. Among them are proteomics within the
subdisciplines of biology (e.g., proteomics in cell biology and microbiology, plant
proteomics, and animal proteomics) as well as proteomics in the medical fields
(e.g., the proteomics of a certain organ or disease). As the discovery of disease-
related protein biomarkers continues, proteomics is poised to become an everyday
tool in clinical diagnostics and serve as a basis for new therapies.
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Chapter 9

De novo sequencing of peptides

MATTHEW T. OLSON, JONATHAN A. EPSTEIN, and ALFRED L. YERGEY"

National Institute of Child Health and Human Development, NIH, Bethesda, MD, USA

As described elsewhere in this volume and in a number of excellent reviews
including the recent one by Steen and Mann [1], the typical strategy for mass spec-
trometric identification of proteins employs a combination of peptide mass fin-
gerprinting (PMF) and peptide fragment ion spectra to search databases of protein
sequences and look for high-probability matches. Modern algorithms search pro-
tein databases for sequences that most consistently match the spectral data.
Resulting sequences are ranked according to the statistical significance assigned
to the proteins found by the search [2,3].

One must ask however, “What if the protein I am seeking to identify is not likely
to be found in a database?” Potential reasons for such an absence include proteins
isolated from organisms for which genomes have not been sequenced at this time—
such as sea urchin, S. purpuratus, and the polyploidal frog X. laevis—as well as
mutations and splice variants of otherwise well-characterized proteins. It might be
argued that the last two cases could possibly be addressed by the so-called homol-
ogy exploration options of the better known search algorithms, but proteins from
organisms with unsequenced genomes are not likely to be reliably identified by this
approach. Furthermore, independent validation of sequences may be necessary for
novel or rare peptides. In order to address these and similar essentially insoluble
problems, it becomes the task of investigators to deduce a peptide’s sequence purely
from mass spectral fragmentation data. This is de novo sequencing.

Fig. 1 is an illustration of the need for de novo sequencing. The portion of the
protein sequence shown in the box corresponds to the mass of a peptide produced
by proteolysis. Above this sequence is shown a series of three amino acid residues
that have been found to be present in a fragmentation spectrum, a sequence tag [4].
Note that, in general, the order of the residues found is not known, i.e., they could
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Fig. 1. Schematic of matching peptide fragments.

be in the order shown or the reverse of that order. Nevertheless, this tag is a pow-
erful tool in that it not only provides information about a series of amino acid
residues but also contains information about the peptide’s total mass and the mass
of those portions of the peptide on both the C- and N-terminal portions of the
three residue tags. The tag is used to search a database for the best match to all of
the information, i.e., sequence, peptide mass, and the mass of the portions of the
peptide outside of the identified residues. For well-defined protein systems, this
is a very effective approach. However, close inspection of the figure shows sev-
eral potential problems, and even if we assume that the peptide matched is the
“correct one,” we must continue to be aware of potential problems with the “hit.”
First, since there are apparently no fragmentation data present in the spectrum to
extend the area of the tag, there can be no definitive proof for the sequence of the
residues on either terminal of the peptide. Second, because of the same lack of
evidence in the spectrum, it is possible to imagine a number of isobaric alternatives
to the sequence “found” by a search algorithm. For example, the two residues GH
that are taken to be part of the peptide “identified” have nearly the same mass as
that of the two residues PP, 213.124 and 213.099 Da, respectively. This 0.025 Da
difference in mass can be used very effectively as shown below, but the most
commonly used instruments producing MS/MS spectra are ion traps and triple
quadrupoles, neither of which have mass accuracies better than 0.5-1 Da. Thus,
what is routinely ranked as an identified peptide is seen to have a number of weak
points in terms of its true identity.

There are a number of substantial technical issues involved in de novo sequenc-
ing that arise from the fact that peptides do not fragment in an ideal manner. One
result of this is that skilled spectral interpreters have devised sets of rules that can
be used to convert mass differences between ions of a spectrum into amino acid
sequences; unfortunately, these rules are complicated and are not always fol-
lowed. In addition, the fragmentations do not occur in a manner that gives rise to
uniform ion intensities. This phenomenon results in spectra that have a substantial
range of intensities which, depending on the ionization and mass analyzer used,
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can lead to spectra in which important information cannot be distinguished from
baseline noise. As a consequence of these physical realities, de novo sequencing
remains a challenging problem, and interpretations unaided by a computer can
take substantial time with no guarantee of a correct result (or even a meaningful
one). As instruments developed the capability to generate very large numbers of
spectra, often without trained mass spectrometrists, the possibility for such manual
interventions became much smaller. It became clear in the late 1980s that it would
be desirable to incorporate the knowledge of skilled mass spectrometrists into
computer programs that would not only save them time but also provide solutions
for investigators who were less experienced in this field.

There are roughly two ways to view the relationship between de novo sequenc-
ing and database search algorithms—the first is complementary, and the second
is alternative. Approaches that emphasize the complementary relationship
between de novo sequences and database searches treat de novo sequences as a
means to enhance the quality and reliability of database searches. Regimes origi-
nating from this approach utilize the spectra to derive one or more highly reliable
sequence tags. These tags guide the database matching process, and since they
ostensibly represent the most prominent and reliable features of the spectra, the
tags also impart a higher degree of confidence to the database results. These
methods do not require a complete de novo formulation of the peptide sequence
prior to database searching, but a complete sequence may be yielded occasionally
by these approaches and is highly desirable. In contrast, approaches that attempt
to preclude the requirement for a database search focus exclusively on the spec-
tral data. This approach requires that the de novo algorithm generate a complete
sequence, hence the name “complete de novo sequencing.” In general, regimes
originating from this approach are more difficult to implement in the end because
they lack a database search to verify the sequence information. Nevertheless, they
remain an ultimate goal for some of the challenges of proteomics research
described earlier. However, due to the difficulty of obtaining independent, com-
plete, and reliable de novo sequences, essentially all of the mainstream de novo
sequencing packages are implementations of the partial sequencing approach and
are used to complement database searches.

De novo sequencing approaches also differ according to the way in which they
determine the fragment type (y or b, etc.) and score the sequence information.
These differences in approach tend to generate great differences between de novo
sequences obtained even from the same spectra. Because of the diverse, incom-
plete, and extremely complex fragmentation patterns, better understanding of these
fundamental issues is of central importance to ranking the accuracy of de novo
sequencing regimes. If the fragmentation process were uniform and complete or
even simple, there would be no problem because a score could be derived from a
normalized sum of total spectral intensity. Perhaps the simplest and most widely
used solution is the assignment of arbitrary weighting factors to the intensities of
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peaks based on the ion type they are determined to be. For example, if the peptide
is fragmented by unimolecular decomposition, then y and b ions are far more com-
mon than the multitude of other possibilities (a, x, w, ¢, or d ions), so the intensities
of peaks determined to be of the rare ion types are decreased by an arbitrary scalar
in the sum of peak intensities which eventually factors into the score of the sequence
[5,6]. Another means of scoring the de novo sequence involves the use of an empir-
ical function that adjusts the measured intensities according to the intensities
observed in other spectra [7]. Yet another method involves simulated fragmenta-
tions of peptides and subsequent matching of the observed for a match of the
fragmentation pattern [8,9]. Unfortunately, while each of these methods reports
high efficacy and accuracy, a broad comparison to determine a superior approach or
optimal usage criteria has not been performed. The complex nature of arbitrary
scores, empirical functions, and fragmentation simulations infers a degree of
instrumental specificity that confounds the difficulty of such comparisons. Although
such complexity will undoubtedly prove useful in a universal solution, if and when
it exists, the authors of this chapter are of the opinion that the weighting schemes of
the aforementioned methods, though they are complex, do not fully model or predict
the spectra and lead to a high frequency of sequence errors. One approach [6] is
noteworthy because, while it uses arbitrary ion weighting, it circumvents the prob-
lem with accurate mass evaluation of ion type. The value of this remains to be
proven in coming years.

There have been two principal approaches to the implementation of partial
de novo sequencing, and these have been well defined by Pevzner and colleagues
[10] and termed by them to be the global and local paradigms. In the most general
terms, the global implementations are those in which theoretical spectra for all
peptides of a given mass are generated initially and then the observed spectra
matched against them for the best fit. This approach was described initially by
Sakurai et al. [11]. Clearly the generation of theoretical spectra for all possible
peptides for a given mass is a huge task that increases exponentially in
complexity with peptide mass. This reality led later workers to devise methods to
prune the number of theoretical possibilities [12—14], typically by calculating a
small subset of possible extensions to ions present in the spectrum, matching
observed ions in the mass range of these new subsequences and then computing
further extensions to the highest scoring subsequences. Scoring of the matches
was typically done by incorporating some subset of the knowledge-based rules
for peptide fragmentation into their programs. Perhaps the most successful of
these approaches was that developed by Johnson and Biemann that demonstrated
the ability to sequence peptides from a variety of sources without regard to
proteolysis method [14].

The local approaches tend to be somewhat less computationally intensive in
that they filter the spectral data in some fashion prior to any evaluation of
candidate sequences. The various local approaches [15,16,5,10,17] then employ



De novo sequencing of peptides 199

an algorithm to implement a graph theory approach to determine the amino acid
sequence. The filtered spectral data peaks as vertices in a graph with the edges of
the graph as the connecting links between them; each peak in the spectrum could
possibly originate from a different ion type, i.e., y, b, a, neutral loss, etc., and so
it might be possible to have several ion-type graphs within a single spectrum. This
possibility can be eliminated by converting all of the peaks into an ion of a spe-
cific type, i.e., C-terminal (y series) or N-terminal (b series). Fig. 2 illustrates the
overall concept with a graph for y series ions in a hypothetical spectrum. Thus,
the task of an algorithm is to find the longest possible acyclic path among the
spectral vertices.

From this brief discussion it is clear that, though high-quality spectra are not
absolutely necessary to obtain at least some results, the very best results will be
obtained from spectra that have the highest possible values of signal-to-noise
ratio, which provide fragmentations that are as complete as possible representa-
tions of full coverage of the peptide(s) being considered. Until very recently,
another fundamental aspect of mass spectra has not been given an appropriate
level of attention. That is, previously algorithms used in the construction of graphs
or for the calculations of the global approaches tended to ignore the deviations of
measured masses from integer values, i.e., the mass defect. Although there was
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never doubt that good mass accuracy was an important aspect of any sequence
determination, it was not until the recent work of Spengler [6] that this parameter
came to the fore as one to be employed prospectively in sequence determinations.
In this work, the approach taken was to use the very high mass accuracy possible
with Fourier transform mass spectrometry in conjunction with what might be
termed a hybrid local-global approach. That is, a set of potential sequences is
developed from using an algorithm based on filtered spectra. These sequences are
then evaluated using a semiglobal approach in which each sequence has its frag-
mentation pattern calculated to a level of mass accuracy of about 1 ppm, i.e., to
0.001 Da at m/z 1000. This approach appears to give substantial improvement in
the confidence level of a sequence generated de novo, but, as described in the orig-
inal paper, has been used to date principally for improving the confidence level of
database search matches.

More recently, the authors of this chapter have developed an extension of
Spengler’s approach in that it is also something of a local-global hybrid approach
that employs the mass defect of fragment ions. This new approach has been
demonstrated to be effective at somewhat lower levels of mass accuracy [18] and
is to some extent also an extension of earlier work from this group [19]. This
approach has been employed to date only on MALDI fragment ion spectra that are
generated by a tandem TOF instrument. The somewhat more extensive and
complete fragmentation resulting from this technique permits the use of mass
accuracies of about 0.05 Da. More fundamental to this approach, however, is the
use of a database consisting of an exhaustive listing of all amino acid combina-
tions giving rise to peptides up to and including 2000 Da. By using a combination
of prefiltering of the spectra and an extension of bit-mapping algorithm, the
authors have shown the capability of generating reliable sequences de novo.
Although the utility of this approach is yet to be fully evaluated, it appears from
preliminary evaluations that it may prove very useful for generating complete
peptide sequences.

De novo peptide sequencing has been shown to be a useful tool particularly
with regard to improving the reliability of database searching algorithms, but in
many respects it remains an open problem with a great deal of work yet to be done
in order to make it widely useful for the characterization of peptides from organ-
isms with incomplete or poorly characterized genomes and as a robust technique
for probing novel posttranslational splicing patterns. At this point in time, it is not
altogether clear whether the difficulty in having a completely effective algorithm
for complete de novo sequencing of peptides not present in a database is a conse-
quence of computational complexity, inability to achieve reliable complete pep-
tide fragmentation, or difficulty in routinely providing adequate mass accuracy in
fragmentation spectra, or indeed, some combination of all of these factors. Until a
clear understanding of all of these factors is achieved, this problem is likely to
remain incompletely solved.
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1. Highlights for medical professionals

Bioinformatics is the field of science in which biology, computer science, and
information technology merge into a single discipline. Proteomics methods used in
mass spectrometry require databases of protein sequences and post-translational
modifications as well as algorithms and tools to match spectra to peptides and
peptides to proteins. Following identification of a protein, further interpretation
and knowledge discovery comes from the integration of protein sequence data
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with all forms of additional biomedical data contained in various databases. Here
we review some of the key integrated datasets, tools, and methods used in this
discovery process.

The Universal Protein Resource (UniProt) provides the scientific community
with a centralized, authoritative resource for protein sequences and functional
information with three database components. (1) The UniProt Knowledgebase
(UniProtKB), produced by a combination of automation and over 25 years of
human curation, is the central protein sequence database with accurate, consistent,
functional annotation and extensive cross-references. (2) The UniProt Reference
Clusters (UniRef) provide clustered sets of sequences from UniProtKB (includ-
ing splice variants and isoforms) in order to obtain complete coverage of sequence
space at several resolutions. The UniRef100 database is particularly useful for
Mass Spec identifications as it exposes known sequence variation and splice-form
annotation contained in UniProtKB records. (3) The UniProt Archive (UniParc)
provides a stable comprehensive sequence collection by storing the complete
body of all publicly available protein sequence data.

The Protein Information Resource (PIR) (http://pir.georgetown.edu/) is an
integrated public bioinformatics resource supporting genomic and proteomic
research. PIR provides access to all the UniProt databases and complementary
databases including iProClass, which provides an integrated view of protein infor-
mation from over 90 databases and serves as a bioinformatics framework for data
integration and associative analysis of proteins and PIRSF, an annotated family
database based on the PIRSF classification system, which applies a network struc-
ture for protein classification from superfamily to sub-family levels.

Even the most up-to-date databases and tools lag behind actual research results
by months or years because human reading of the scientific literature is required. In
the future more automated rule-based systems will take the lead in data analysis and
integration by linking existing protein knowledge to new experimental data almost
as soon as they are published or even prior to publication. Some efforts under devel-
opment include iProLink, which has tools and resources for automated literature
mining, and iProXpress, where data produced by high-throughput proteomics
research can feed into automated analysis and annotation pipeline. However, no one
database or institution can keep up with the flood of new biological information.
Further efforts on integration of a wider array of literature, data, and analysis tools
require community efforts to develop and utilize common standards for data
exchange, ontologies, and object models. Some prominent community efforts
include the Human Proteome Organization (HUPO) Protein Standards Initiative
(PSI) for Proteomics, the Microarray Gene Expression Data (MGED) Society for
gene expression data, the National Center for Biomedical Ontology, and the
National Cancer Institute’s Cancer Biomedical Informatics Grid (caBIG) initiative
which hopes to combine many of the current community efforts into a semantically
interoperable grid of database and software resources.
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2. Introduction

Bioinformatics can be defined as the field of science in which biology, computer
science, and information technology merge into a single discipline. Bioinformatics
contains a number of important sub-disciplines including: development of new algo-
rithms and statistics; the analysis and interpretation of data; development of tools that
mine and manage various types of information; and database development and data
integration. All these sub-disciplines have played a role in developing the mass spec-
trometry methods reviewed in this book. As described in this volume and elsewhere
the high-throughput proteomics methods used in mass spectrometry require accurate
databases of both protein sequences and post-translational modifications as well as
algorithms and tools to match spectra to peptides and peptides to proteins [1,2]. After
identification of a protein, further interpretation and knowledge discovery come from
the integration of protein sequence data with all forms of additional biomedical data.
There are many approaches to data integration and the field is evolving as different
approaches and data collections merge. Here we describe our bottom-up approach at
data integration, starting with protein sequence information and bringing in a wide
variety of structural, functional, genetic, and disease information related to proteins.
We also discuss some future efforts to link this information to other data collections
and broader community efforts and approaches to data integration.

High-throughput genome and proteome projects have resulted in the rapid
accumulation of genome sequences for a large number of organisms. Meanwhile,
scientists have begun to systematically tackle other complex regulatory processes by
studying organisms at the global scale of transcriptomes (RNA and gene expression),
metabolomes (metabolites and metabolic networks), interactomes (protein—protein
interactions), and physiomes (physiological dynamics and functions of whole organ-
isms). Associated with the enormous quantity and variety of data being produced is
the growing number of databases that are being generated and maintained. Meta
databases (databases of databases) have been compiled to catalog and categorize
these databases, such as the Molecular Biology Database Collection [3]. This online
collection (http://www.oxfordjournals.org/nar/database/cap/) lists over 700 key
biological databases that add new value to the underlying data by virtue of curation,
provide new types of data connections, or implement other innovative approaches to
facilitate biological discovery. Based on the type of information they provide, these
databases can be conveniently classified into sub-categories. Examples of major
database categories include genomic sequence repositories (e.g., GenBank [4]), gene
expression (e.g., SMD [5]), model organism genomes (e.g., MGD [6]), mutation
databases (e.g., dbSNP [7]), RNA sequences (e.g., RDP [8]), protein sequences (e.g.,
UniProt [9]), protein family (e.g., InterPro [10]), protein structure (e.g., PDB [11]),
intermolecular interactions (e.g., BIND [12]), metabolic pathways and cellular reg-
ulation (e.g., KEGG [13]), and taxonomy (e.g., National Center for Biotechnology
Information (NCBI) taxonomy [14]).
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To fully explore these datasets, advanced bioinformatics infrastructures must be
developed for biological knowledge extraction and management. The PIR [15] is an
integrated bioinformatics resource that supports genomic and proteomic research in
this manner. PIR is a member of UniProt—the world’s most comprehensive catalog
of information on proteins, which unifies the previously separate PIR, Swiss-Prot,
and TrEMBL databases [9]. The core resources and bioinformatics framework for
large-scale proteomic data mining at PIR include: the UniProtKB of all known
proteins; iProClass [16] database integrating information from over 90 biological
databases; PIRSF classification-driven and rule-based system for protein functional
annotation [17,18]; iProLINK [19] literature mining resource; and some new tools
for proteomics data analysis and target identification.

3. Methodology
3.1. UniProt sequence databases

The UniProt provides the scientific community with a single, centralized, authori-
tative resource for protein sequences and functional information with three data-
base components, each addressing a key need in protein bioinformatics. The
UniProtKB is the central protein sequence database with accurate, consistent, and
rich sequence and functional annotation, full classification, and extensive cross-
references. Produced by a combination of automated and over 25 years of human
curation, the annotations in UniProtKB include protein name and function,
taxonomy, enzyme-specific information (catalytic activity, cofactors, metabolic
pathway, regulation mechanisms), domains and sites, post-translational modifica-
tions, sub-cellular locations, tissue- or developmentally-specific expression, inter-
actions, splice isoforms, polymorphisms, diseases, and sequence conflicts. The
UniParc provides a stable and comprehensive sequence collection by storing the
complete body of publicly available protein sequence data. While a protein
sequence may exist in multiple databases, UniParc stores each unique sequence
only once and assigns it a unique UniParc identifier. Cross-references back to the
source databases are provided and include source accession numbers, sequence ver-
sions, and status (active or obsolete). The archive thus provides a history of protein
sequences. The UniRef provides clustered sets of sequences from UniProtKB
(including splice variants and isoforms) and selected UniParc records, in order to
obtain complete coverage of sequence space at several resolutions while hiding
redundant sequences from view. The sequence compression is achieved by merging
sequences and sub-sequences that are 100% (UniRef100), 90% (UniRef90), or 50%
(UniRef50) identical, regardless of source organism. Removing sequence redun-
dancy in UniRef90 and UniRef50 speeds sequence computational methods, e.g.,
similarity searches, while rendering such searches more informative. UniRef100
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is particularly useful for Mass Spec identifications as it exposes known sequence
variation and splice-form annotation contained in the Swiss-Prot section of
UniProtKB. The UniProt databases can be accessed online at http://www.uniprot.org/
or downloaded in several formats (ftp://ftp.uniprot.org/pub). New releases are
published every two weeks.

3.2. PIRSF protein family classification

The PIRSF family classification system applies a network structure for protein
classification from superfamily to sub-family levels on the UniProtKB [17]. The
primary PIRSF classification unit is the homeomorphic family whose members are
homologous (sharing common ancestry) and homeomorphic (sharing full-length
sequence similarity with common domain architecture). PIRSF classification con-
siders both full-length similarity and domain architecture, discriminates between
single- and multi-domain proteins, and shows functional differences associated
with the presence or absence of one or more domains. For example, the relation-
ship between domain architecture and function can be illustrated by the various
types of response regulator proteins that share the CheY-like phosphoacceptor
domain (Pfam domain PF00072) (Fig. 1) and are involved in signal transduction by
two-component signaling systems. These response regulators usually consist of an
N-terminal CheY-like receiver domain and a C-terminal output (usually DNA-
binding) domain. In addition to the “classical” well-known response regulators
(e.g., PIRSFO03173 with the winged helix—turn-helix DNA-binding domain),
bacterial genomes encode a variety of response regulators with other types of
DNA-binding domains (e.g., PIRSF006198, PIRSF036392), RNA-binding domain
(PIRSF036382), or enzymatic domains (e.g., PIRSFO00876, PIRSF006638), or a
combination of these types of domains (e.g., PIRSF003187).

For a biologist seeking to collect and analyze information about a protein,
matching a protein sequence to a curated protein family provides a tool that is usu-
ally faster and more accurate than searching against a protein sequence database,
which may only return a sequence and name submitted by a genomic sequencing
project. Human curation of families provides richer information on protein struc-
ture and function, as it draws from a wider pool of information and from a
classification-driven and rule-based system for automation of protein functional
annotation that has been developed using PIRSF families [17,18].

The protein family classifications and associated information are stored in
the PIRSF database and can be searched by a variety of methods (http:/pir.
georgetown.edu/pirsf). The PIRSF family reports (Fig. 2) (e.g., http://pir.george-
town.edu/cgi-bin/ipcSF?id=PIRSF000514) provide classification and annotation
summaries organized in several sections—(i) general information: PIRSF number
and general statistics (family size, taxonomy range, length range, keywords), as well
as additional annotation for curated families, such as family name, bibliography,
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Fig. 1. (A) Selected PIRSF response regulator families all containing the CheY-like phosphoacceptor
domain (Pfam domain PF00072) and (B) domain display of the selected PIRSF families.

family description, representative and seed members, and domain architecture;
(i1) membership: lists of all members separated by major kingdoms and members
from model organisms; and (iii) function, structure, and family relationship: enzyme
classification (EC, http://www.chem.qmw.ac.uk/iubmb/enzyme/), structure hierar-
chy (SCOP [20]), gene ontology (GO [21]), as well as family relationships at the full-
length protein, domain, and motif levels with direct mapping and links to other family,
function, and structure classification schemes, such as Pfam and InterPro [10].
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Fig. 2. PIRSF protein family report. Includes: (A) DAG browser displaying the PIRSF family hier-
archy; (B) taxonomy tree browser displaying the taxonomy distribution of all family members;
(C) tree viewer with neighbor-joining tree; and (D) alignment viewer displaying ClustalW multiple
alignment of seed members. This report can be viewed directly at http://pir.georgetown.edu/

cgi-bin/ipcSF?d=PIRSF000514.

The PIRSF reports connect to several graphical viewers, including: (i) DAG
browser, which displays the PIRSF family hierarchy with Pfam domain superfam-
ilies and protein membership in a network structure (Fig. 2A); (ii) taxonomy tree
browser, which displays the taxonomy distribution of all family members and the
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phylogenetic pattern of members in complete genomes (Fig. 2B); (iii) alignment
and tree viewer, which displays ClustalW multiple alignment and neighbor-joining
tree dynamically generated from seed members of curated families (Fig. 2C and D);
and (iv) domain viewer, which displays domain architecture of seed members or all
members.

3.3. iProClass integrated protein database

The iProClass database provides an integrated view of protein information [22] and
serves as a bioinformatics framework for data integration and associative analysis
of proteins [16]. iProClass presents value-added descriptions of all proteins in
UniProtKB and contains comprehensive, up-to-date protein information derived
from over 90 biological databases. Rich links to the underlying sources are provided
with source attribution, hypertext links, and extracted summary information. The
source databases include those for protein sequence, family, function, pathway,
protein—protein interaction, complex, post-translational modification, protein
expression, structure, structural classification, gene, genome, gene expression, dis-
ease, ontology, literature, and taxonomy. The iProClass protein summary report
(Fig. 3) contains—(i) general information: protein ID and name (with synonyms,
alternative names), source organism taxonomy (with NCBI taxonomy ID, group,
and lineage), and sequence annotations such as gene names, keywords, function,
and complex; (ii) database cross-references: bibliography (with PubMed ID and
link to a bibliography information and submission page), gene and genome
databases including RefSeq [23], Entrez gene [24], GO (with GO hierarchy and
evidence tag), enzyme/function (with EC hierarchy, nomenclature, and reaction),
pathway (with KEGG pathway name and link to pathway map), protein—protein
interaction, structure (with PDB 3D structure image, matched residue range, and
percent sequence identity for all structures matched at =30% identity), structural
classes (with SCOP hierarchy for structures at =90% identity), sequence features,
and post-translational modifications (with residues or residue ranges); (iii) family
classification: PIRSF family, InterPro family, Pfam domain (with residue range),
Prosite motif (with residue range), COG, and other classifications; and (iv) sequence
display: graphical display of domains and motifs on the amino acid sequence.

The source attribution and hypertext links in iProClass facilitate exploration of
additional information and examination of discrepancies in annotations from
different sources. The data integration in iProClass allows identification of inter-
esting relationships between protein sequence, structure, and function. It supports
analyses of proteins in a “systems biology” context and has led to novel function-
al inference for uncharacterized proteins in the absence of sequence homology
[25]. Furthermore, iProClass is used to support an ID mapping service that asso-
ciates gene and protein IDs (such as NCBI’s gi number and Entrez Gene ID) to
UniProtKB identifiers. ID cross-referencing is fundamental to support data
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interoperability among disparate data sources and to allow integration and query-
ing of data from heterogeneous molecular biology databases. The ID mapping
service, accessible from http://pir.georgetown.edu/pirwww/search/idmapping.
shtml, currently maps between UniProtKB identifiers and over 90 other database
identifiers.

3.4. NIAID proteomic bioinformatics resource

The identification of proteins expressed in tissue, serum, cell lines, and other
biological samples provides a mechanism for the discovery of novel biomarkers,
particularly where contrasting samples can be derived, such as from healthy and
diseased tissues or cells. Even when the biological mechanism of disease is poorly
understood, proteomics studies can provide insight into the proteins and their
isoforms that show evidence of heightened or suppressed abundance in one context
or the other. With the advent of high-throughput proteomics technologies, ever-
increasing amounts of proteomic data are being generated. The challenge is to link
relevant experimental data to other information on the proteins.

The National Institute of Allergy and Infectious Diseases (NIAID) Biodefense
Proteomic Research Program has funded seven centers to work on NIAID Category
A—C priority pathogens and other microorganisms responsible for emerging and/or
re-emerging diseases. In addition, they have funded a Resource Center for Biode-
fense Proteomics Research (http://www.proteomicsresource.org/) of which PIR is a
member. The Administrative Resource is charged with making the data, methods,
and conclusions from Proteomic Research Centers available to the scientific
community.

For the NIAID project PIR has developed several data integration tools. (1) The
Master Protein Directory is a complete compilation of proteins and reagents identi-
fied by the NIAID Biodefense Proteomics Research Centers. The directory links
protein sequence and functional annotation to experimental data generated by the
project and eventually to metabolic information. (2) Complete Predicted Proteomes
Tool (Fig. 4) that allows users to view and search selected proteomes being studied
by the NIAID Biodefense Proteomics Research Centers. Over 50 fields are search-
able, a customizable display of functional annotation is provided, and proteins are
linked to the Master Protein Directory of experimental data. (3) Core/Unique Protein
Identification (CUPID) system [26] provides a list of proteins encoded by selected
organisms that are unique to the query strain, species, or genus. Such proteins may
serve as potential drug targets or diagnostics for pathogenic organisms. The unique
protein “signatures’” may be specific to the strain of interest (narrow-range targets) or
may be part of the “core set” of proteins encoded by strains within the same species
or genus of interest (broad-range targets). These tools are available at http://pir.
georgetown.edu/proteomics/.
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4. Discussion

To fully utilize the increasing flood of biological data requires the creation of inte-
grated systems for knowledge discovery and scientific exploration, including the
integration of (i) disparate data sources and scientific literature and (ii) data mining
and analysis tools. Here we presented our ongoing efforts at creating an integrated
knowledgebase system for proteomic information. Other major groups have tried
different approaches for integrating genetic information (i.e., NCBI and European
Bioinformatics Institute, EBI) and cancer information (National Cancer Institute,
NCI). However, the current system for funding academic bioinformatics research
does not provide many options to fund broad infrastructure and integration efforts
and is currently more focused on developing new tools and algorithms to address
particular problems. Thus, further progress on integration of a wider array of litera-
ture, data, and analysis tools requires community-wide efforts to develop and utilize
common standards for data exchange, software architecture, and interoperability.

A number of such community efforts are underway in data exchange standards
for both genomics and proteomics, including the MGED Society (http://www.
mged.org/), which aims to facilitate the sharing of microarray data generated by
functional genomics experiments, and the HUPO PSI (http://psidev.info/), which is
trying to define community standards for data representation in proteomics. These
groups are developing XML data exchange standards, minimum reporting require-
ments, object models, and ontologies for their area of interest. Minimum reporting
requirements (i.e., Minimum Information about a Proteomics Experiment, MIAPE)
are an attempt to define the minimum information required to publish results on a
genomic or proteomic study. Object models are a practice derived from software
engineering that attempts to abstract the data objects and sometimes even analysis
steps of a system independent of any implementation. Common object models can
thus facilitate the development of compatible search and analysis tools regardless of
platform, simplifying both the dissemination and the exchange of data. An ontology
is an explicit specification of the objects, concepts, and other entities that are
assumed to exist in some area of interest and the relationships that hold among them.
If two systems (i.e., databases) share a common ontology it means they share a com-
mon vocabulary that can be used in a consistent manner. This allows intelligent
automation of information gathering and knowledge sharing via software agents.
The National Center for Biomedical Ontology is one resource for tools and informa-
tion on ontologies [27] (http:// bioontology.org).

The NCI-funded caBIG is a community effort of cancer centers in the United
States to develop a web of interoperable data sources and tools that can seamlessly
share and analyze information from a wide variety of sources including clinical
cancer studies and molecular research laboratories (https://cabig.nci.nih.gov/).
The evolving architecture for this system is dependent on developing common
standards and practices, including object modeling, data exchange standards, and
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common ontologies and vocabularies. PIR is an active participant in caBIG and
is one of the service nodes available on caGrid 1.0, the first public version of the
grid. The PIR grid service makes search and retrieval services available for infor-
mation in the UniProtKB protein database.

5. Future trends

Like many human endeavors, the future trend in bioinformatics data analysis and
integration is to replace routine human intervention as much as possible. Currently
even the most up-to-date databases and tools lag behind the actual research results
by months and sometimes years if human reading and processing of the scientif-
ic literature is required. More and more automated rule-based systems will take
the lead in data analysis and integration, linking existing protein knowledge to
new experimental data almost as soon as they are published or even prior to pub-
lication. Several such efforts are under development at PIR including iProLink
which has tools and resources for automated literature mining and iProXpress
where data such as those produced by the NIAID Proteomics Centers and others
can feed into automated analysis and annotation pipeline.

5.1. iProLINK literature mining resource

A large volume of protein experimental data is buried within the fast-growing sci-
entific literature. While of great value, such information is limited in databases due
to the laborious process of literature-based curation. A resource for protein literature
mining, iProLINK provides curated data sources and tools to support text mining
in the areas of bibliography mapping, annotation extraction, protein named-entity
recognition, and protein ontology development [19]. The data sources and tools
include mapped citations (mapping of annotated bibliography with PubMed IDs to
protein entries), name- or annotation-tagged literature corpora (papers tagged with
protein names [28] or with experimentally validated post-translational modifica-
tions), the RLIMS-P rule-based literature mining system for protein phosphoryla-
tion [29], and the BioThesaurus of protein and gene names [30]. iProLINK is freely
accessible at http://pir.georgetown.edu/iprolink/, and serves as a knowledge link
bridging protein databases and literature databases such as PubMed.

The RLIMS-P [29] is a text-mining program that can be used to identify papers
describing protein phosphorylation from all PubMed abstracts, and to extract from
these abstracts the specific information on protein phosphorylation, namely the
kinases, the protein substrates, and the amino acid residues/positions being phos-
phorylated (Fig. 5). The system achieved an overall recall of 96% for paper
retrieval and a precision of 98% for extraction of substrates and phosphorylation
sites. The RLIMS-P Web site [31] provides online retrieval of phosphorylation
papers using PubMed ID, followed by extraction of phosphorylation information
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motif recognized by p34cdc2. The preferred site of phosphorylaTION at Thr673 accounts for about 40% of
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and Thr696/Ser702; phosphorylaTION of one site in each pair inhibits strongly the PHOSphorylation of the
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Fig. 5. RLIMS-P text-mining results show summary of protein kinase, protein substrate, and phos-
phorylation position information extracted from a Medline abstract. Details of information extracted
and words tagged as phosphorylation objects in the abstracts text are shown below the summary.

from the Medline abstracts and tagging of the three phosphorylation objects (kinases,
substrates, and sites). The Web site also allows mapping of phosphorylated proteins
to UniProtKB protein entries based on PubMed ID and/or protein name.
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The BioThesaurus maps a comprehensive collection of protein and gene names to
all known proteins in UniProtKB [30]. Currently covering more than 3 million pro-
teins, BioThesaurus consists of over 4 million names extracted from multiple molec-
ular biological databases according to the database cross-references in iProClass.
The BioThesaurus Web site allows the retrieval of all the various names used for a
single protein and the identification of all proteins sharing the same name. The syn-
onymous names in BioThesaurus can be used for query expansion during literature
search to retrieve relevant papers and extract protein information even when non-
standardized names are used.

5.2. iProXpress knowledge system for gene expression and proteomic
data analysis

Identification of expressed proteins in biological samples allows the discovery of
novel disease biomarkers even when the underlying biological mechanism is
poorly understood. Once proteins are identified and their expression profiles
defined, the protein groups can be analyzed for their functional involvement in
metabolic and signaling pathways, cell cycles, apoptosis, and other cellular func-
tions and processes. Such biological interpretation requires the data to be related to
other types of information at the protein function, pathway, and network level.
While numerous resources are available for processing data generated from tran-
scriptome and proteome-wide experiments, expression data analysis is often car-
ried out in an ad hoc manner, with a fragmented and inefficient use of information
resources.

The iProXpress knowledge system consists of (i) a data warehouse with inte-
grated protein information, (ii) analytical tools for protein sequence analysis and
functional annotation, and (iii) a graphical user interface for categorization and
visualization of expression data. The design of the iProXpress knowledge system
(Fig. 6) is outlined below.

5.2.1. Gene/peptide to protein mapping

Gene or protein probes are mapped to the corresponding entries in UniProtKB
of all known proteins, based on gene/protein IDs, names, or sequences. Genes
are mapped using iProClass cross-references that connect gene identifiers such
as GenBank or Entrez Gene IDs to UniProtKB identifiers. If a common gene or
protein ID is not used for the probe set, the mapping is based on direct sequence
comparison or on name matching if sequence is not available. Peptide data are
mapped by matching peptide sequences to protein sequences with subsequent
assembly. The name matching is assisted by BioThesaurus; however, often
there are ambiguous identifications due to the lack of gene and protein name
standards.
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Fig. 6. iProXpress integrated knowledge system for gene expression and proteomic data analysis.

5.2.2. Functional analysis

The UniProt IDs assigned to corresponding genes and proteins link all mRNA and
protein expression data. Protein family, domain, and functional site features for
each protein are identified by BLAST, HMM, signal peptide, transmembrane
helix predictions, and other automated searches. For direct human comparison of
expressed genes/proteins, a comprehensive protein information matrix is generated,
summarizing salient features retrieved from the underlying PIR data warehouse or
inferred based on sequence similarity. Attributes in the protein matrix include:
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protein name, family, domain, motif, site, post-translational modification, isoform,
GO, function/functional category, structure/structural classification, pathway/path-
way category, protein interaction, and complex.

5.2.3. Pathway and network discovery

Users can conduct iterative categorization and sorting of proteins in the informa-
tion matrix and correlate expression and interaction patterns to salient protein
properties for pathway and network discovery. Proteins are clustered based on
functions, pathways, and/or other attributes in the information matrix to identify
hidden relationships not apparent in the data on expression patterns and protein
interactions, and to recognize candidate proteins of unknown identity that warrant
further investigation. We detect new or different clusters based on combined
attributes of the information matrix and the expression and/or interaction data.
Unknown “hypothetical” proteins involved in critical pathways or networks can
be manually curated based on phylogenetic analysis, structure homology model-
ing, genome context, and functional associations using an integrative approach
that has led to novel functional inference for uncharacterized proteins [25]. This
bioinformatics analysis thus provides a composite, global view of functional
changes to identify critical nodes and hidden relationships in the response path-
ways and networks. These last iterative categorization steps in the process are
currently done manually; however, many of them can be automated and rules
developed to flag significant clusters.

A pilot iProXpress system has been applied to gene expression profile analysis
for human chorionic gonadotropin (hCG)-induced changes in MA-10 mouse
Leydig tumor cells [32]. The system has further been utilized to analyze pro-
teomes of various stages of melanosomes from human melanoma cell lines [33]
and for the comparative analysis of seven lysosome-related organelles (LROs) [34].
The organellar proteome analyses allow us to identify possible melanosome stage-
specific proteins and organelle-specific proteins as well as proteins shared among
different organelles, thereby facilitating a better understanding of melanosome bio-
genesis pathways and the dynamic process of LRO biogenesis.

6. Conclusions

Research in the areas of protein science and bioinformatics for over the last three
decades has provided a solid foundation to automatically analyze and classify
protein information. Here we presented some of the efforts and resources of PIR
to annotate, classify, and integrate protein sequence information with other bio-
medical information. The ongoing challenges in data integration are as follows.
(1) Scaling-up processes to deal with the ever-increasing high-throughput genomic/
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proteomic analysis: PIR’s development of the iProXpress system described above
is one attempt to do this but there will be many others. Modern mass spectrom-
etry methods can rapidly generate more data than humans or available software
can quickly analyze for meaningful information. (2) The integration and inter-
operation of numerous related biological and medical information: The future
here seems dependent on community efforts to define common data standards,
object models, and ontologies to allow automated queries and analysis of disparate
data sources. PIR is actively participating in many of these efforts including NCI’s
caBIG pilot project whose success or failure will have a large influence on how
such efforts are conducted in the future. (3) Developing better ways to quickly
and accurately present this information in a form that humans can easily use to
develop new biomedical knowledge: This is an area that needs more attention.
Bioinformatics professionals need to work more closely with potential users
and human factors specialists to develop improved visualization techniques.
To quote one colleague at a large mass spectrometry laboratory, “We routinely
produce data from a single experiment whose summary of protein identifications
contains more lines than Excel can handle and our biologist customers know
what to do with.”
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1. Introduction

It is now firmly established that lipids, besides forming the “backbone” of all
biological membranes, are also key players in a variety of other physiological
phenomena including signal transduction, energy metabolism, intracellular sorting
of membrane-bound molecules, morphogenesis, etc. A typical mammalian cell has
been estimated to contain more than 1000 different lipid species. The meaning of
such a great variety of lipid molecules is not well understood, even if one consid-
ers the numerous functions of lipids listed above. “Functional lipidomics” is a
novel field of research probing the relationship between a (detailed) lipid compo-
sition of a cell or organism (the “lipidome”) and a particular biological or medical
problem.

Traditionally, lipids are analyzed by means of thin-layer chromatography (TLC),
high-performance liquid chromatography (HPLC), and gas chromatography (GC)
[1,2]. While still useful for many purposes, these methods are labor-intensive, time-
consuming, and insensitive and thus detailed analyses of complex lipidomes have
become feasible only recently due to the rapid development of novel mass-
spectrometric methods, particularly electrospray ionization mass spectrometry
(ESI-MS). Although even ESI-MS does not yet allow one to quantify all >1000
lipid molecules that form the “lipidome” of a cell or tissue, method development is
progressing so fast that this will probably be feasible within a few years. Because
of the great body of data produced even in a single ESI-MS analysis, computerized
data analysis is a necessity. It is also essential to develop novel bioinformatics tools
to correlate lipidomes (and changes therein) with the functions of the system. MS-
lipidomics has a great, albeit yet largely unrealized, potential in diagnosing diseases
or pathological conditions including atherosclerosis, metabolic syndrome, and
other disorders.

Recent developments in mass spectrometry, particularly the introduction of the
ESI method, have paved way to “functional lipidomics,” i.e., the use of detailed
lipid profile of cell or tissues to unravel biological phenomena and the mecha-
nisms underlying various metabolic perturbations or diseases.

At present, ESI-MS allows quantitative analysis of hundreds of phospholipid
species present in a sample. Two different approaches are commonly used. The
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MS/MS method relies on selective detection of lipid classes directly from the
crude lipid extract by precursor ion or neutral loss (NL) scanning. For example,
phosphatidylethanolamines (PE) can be selectively detected by scanning for the
constant NL of 141 Da, while phosphatidylinositols (PI) can be analyzed scanning
for the precursor of m/z 241. On the other hand, triacylglycerols (TAGs) have been
analyzed by constant NL scanning for different fatty acids and many sphingolipids
by scanning for the precursors of the dehydrated sphingoid base. Notably, the
MS/MS approach allows very convenient and detailed studies of lipid metabolism
by using heavy isotope (*H or '*C)-labeled precursors. For instance, labeling of
cells with Dy-labeled choline combined with scanning for the precursors of m/z
193 (deuterated choline) allows one to selectively detect only the labeled species
without interference by the unlabeled ones.

The other, LC-MS, approach makes use of on-line preseparation of the lipids
before MS analysis. This method allows analysis of species for which no specific
scan modes exist. Also, many isobaric species, not readily resolved by MS/MS,
can be analyzed. Finally, this method, particularly when employing multiple reac-
tion monitoring (MRM), provides the highest sensitivity of detection of many
minor lipid classes as the suppression effects are minimized.

Independent of the approach, a particular problem in quantitative analysis of lipid
compositions with MS is the lack of standards. For accurate results, it is obligatory
to include one or preferably several internal standards for each lipid class to be
analyzed. This is because the instrument response can vary markedly depending on
structural details such as the length and unsaturation of the alkyl chains. The mech-
anisms behind such structure-dependent variations in instrument response are not
fully understood, but differences in ionization and fragmentation efficiencies are
probably involved.

Triple quadrupole MS instruments have been the most common ones in studies
involvinglipid analysis, butnovel hybrid (quadrupole time-of-flight, etc.) instruments
are rapidly gaining popularity due to their ability for multiple precursor ion scans
simultaneously. Besides ESI, atmospheric pressure chemical ionization (APCI),
atmospheric pressure photoionization (APPI), and matrix-assisted laser desorption
ionization (MALDI) have been employed in analysis of lipids. However, these
methods seem to have an advantage over ESI only in special cases. For instance,
APPI and APCT allow analysis of sterols without derivatization, which is needed
for ESL

Due to its remarkable resolving power and speed of analysis, the amount of data
produced by MS analysis of lipidomes is often overwhelming, even when a limited
number of samples are to be analyzed. Therefore, computerized methods are nec-
essary and have indeed been published recently for both MS/MS and LC-MS data.
Beyond the analysis of primary data, there is an urgent need for programs allowing
one to correlate lipid compositions with other compositional and functional data.
This is because the lipid profiles as such are often difficult to interpret in terms of
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functions and mechanisms. To this end, lipid databases are needed and are presently
under construction.

Due to its novelty, MS-based lipidomics is still evolving and relative few prac-
tical applications have emerged so far. However, it is highly likely that in the near
future MS-lipidomics will play, in combination with other “omics,” a crucial role
in biology, biotechnology, and medicine.

In this review, we will first describe the general methodology of MS-lipidomics,
then present the state-of-the-art of analysis of different phospholipids, neutral
lipids, e.g., TAGs, cholesterol esters (CEs), sphingolipids, and sterols, and, finally,
we will discuss the potential clinical applications of MS-lipidomics. Unfortunately,
due to lack of space we cannot deal with all relevant publications. These can be
found in recent reviews on MS-lipidomics [3—10].

2. Methodology
2.1. Lipid extraction

The analysis of lipids by MS (or any another method) usually requires that they are
first separated from other molecules and ions present in the sample under study. By
far the most common separation method is extraction of the lipids with organic sol-
vents followed by “washing” of the organic phase with a polar one in order to remove
the contaminants potentially interfering with the analysis [11,12]. However, some
lipids are relatively polar and thus partially lost during such washing procedure. This
is particularly true for complex gangliosides, free sphingoid bases, and sphingosine-
1-phosphate and several lysophospholipids. For these lipid-modified liquid/liquid
partition methods need to be employed [9,13,14]. Alternatively, solid-phase extrac-
tion could be exploited [15]. Independent of the method used, it is useful to include
internal standards before the extraction to correct for any losses upon extraction.

2.2. Mass spectrometry

Recent developments in soft ionization techniques, such as ESI, APCI, and MALDI
as well as instrumentation, have “revolutionized” the analysis of lipidomes due to
their simplicity, sensitivity, and resolving power. Several comprehensive reviews of
the present state-of-the-art are available [3—10]. Most published MS analyses of
lipidomes have utilized ESI and triple (or hybrid) quadrupole instruments and,
therefore, we will focus on this setup below. However, references to other types of
instrumentation will be made when they seem to offer special advantages.

Since lipid extracts often contain hundreds of different species, many of which
are structurally very similar (e.g., differ only by one double bond), even standard MS
analysis is not capable of resolving them all, but special strategies need to be applied
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to enhance the selectivity of detection and discriminate against chemical noise. One
approach is to vary the polarity of the ion source. For instance, phosphatidylcholines
(PCs) and sphingomyelins (SMs) provide higher signal in the positive vs. negative
mode, while the opposite is true for acidic lipids like phosphatidylinositols and—
serines. Additional selectivity can be achieved by a judicious choice of the solvent,
pH, and added salts [4]. Nevertheless, such manipulations are not adequate to reli-
ably quantify all lipid species present in a typical sample, but additional measures
are necessary to enhance the specificity of detection. To this end, two alternative
approaches have been adopted. One of them involves (partial) on-line chromato-
graphic separation of the lipids before the MS analysis [16-20]. This LC-MS
method (Fig. 1, upper panel) often allows quantification of isobaric (of equal mass)
species due to their differential retention in the column. The other significant bene-
fit is that suppression effects are alleviated, thus allowing more sensitive detection
of low-abundance species [3]. LC-MS with MRM is probably the most sensitive
method of lipid analysis, particularly when using capillary columns.

The second commonly used approach makes use of precursor ion (PI) or NL
scans to selectively detect specific lipids in crude lipid extracts directly (i.e., without
preseparation) infused to the mass spectrometer [21-23]. A common phenomenon
among phospholipids is the loss of the head group as a charged or neutral fragment
upon collisionally activated dissociation (CAD). Due to differences in the chemical
structure of the lipid head group, CAD often gives rise to a fragment(s) which is
characteristic to a phospholipid class (Fig. 2), and thus the members of this class can
be selectively detected by PI or constant NL scanning. This approach (Fig. 1, lower
panel) can also be used to selectively detect glycerolipids containing specific fatty
acids [4]. Analogously, many sphingolipids can be selectively detected by scanning
for the precursors of dehydrated sphingoid bases.

The choice between these (or other) strategies depends on, for example, the
accessible instrumentation, complexity of the lipidome, and the amount of sample
available. In general, LC-MS provides higher resolving power and sensitivity,
while a notable advantage of the direct infusion MS/MS method is that isotope-
labeled lipids can be detected selectively (without interference by the unlabeled
ones) simply by changing a single scan parameter [24-26].

Full analysis of lipidomes requires that the structures and positions of fatty acyl
moieties present in individual lipid species can be resolved. In case of glycero-
phospholipids the acyl moieties can be identified based on the formation of the
corresponding fragments upon CAD in the negative ion mode [21]. Even the sn-1
and sn-2 positions (cf. Fig. 2) of the acyl moieties can be identified based on the
relative intensities of the lysolipid fragments [19,27-30].

Recently, interest in hybrid instruments, such as Q-TOFs, has grown as these
enable simultaneous recording of almost unlimited number of fragmentations
[31-33]. This is particularly useful for elucidating the acyl residues present, since
multiple precursor ion scans can be performed simultaneously [34].
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Fig. 1. Upper panel: 2D display of mouse brain polar lipids as analyzed by LC-MS. Color-coded data
are shown for clarity; original can be found in ref. [19]. The lipid classes from left to right are as
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